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SEQUENTS FOR DEPENDENCE LOGICS
L. Farifias DEL CERRO & V. LUGARDON

Abstract

In this note we introduce several sequent calculi for propositional depen-
dence logics in which a set of topics is attached to each formula. Some
connections between these logics and classical logic are established.

1. Introduction

Avoiding the paradoxes of material implication has been an aim whose
pursuit has led to significant progress in the domain of formal reasoning.
The standard methodology for addressing this problem is to reduce the
multiplicity of manipulations of material implication by restricting its con-
nections with the other connectives (for example with negation by eliminat-
ing contraposition). The objective is to obtain a logic whose theorems
correspond to natural argumentation. Our hypothesis is that argumentations
are syntactical variations of a given discourse in order to adapt it to the
locuter. In other words to argue does not mean to introduce new elements
of the discourse but only means to display its structure.

Some time ago R. L. Epstein introduced a family of logics called depend-
ence logics in which an implication must contain only arguments that refer
to the same topic. In other words the subject matters of premiss and con-
clusion are the same. One of these implications corresponds to the analytic
implication introduced by W. T. Parry in which the constitive content of
the premiss contains that of the conclusion (see also K. Fine). A similar
calculus has been introduced by D. Vanderveken in order to formalise
speech acts. In the context of deductive data bases S. Cazalens, R. Demo-
lombe and A. Jones introduced a modal implication which expresses the
dependency between topics. This is very useful to represent the notion of
cooperation between the data base and the user. E. Orlowska and P.
Weingartner define relevant logics based on the same principle.

In this note we will present sequent systems for several dependence logics,

and we prove formal relations between classical logic and dependence
logics.
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2. Dependence logics

The idea behind dependence logics is to consider that the conditional
expression ‘A = B’ is true if and only if A is false or B is true’, and the
subject matters of A and B are related.

We suppose that to every formula there is attached a non empty subset
of the set of topics T. Formally let t be a function from the set of
propositional variables VP into the power set of T. Then t is extended to
formulae and to sets of formulae by the following clauses:

t(A) = U{t(p): p is a propositional variable in the formula A}
tI) = U{t(A): A is a formula in the set of formulae I'}

A valuation, relative to t, is a function v from VP into the set of truth
values {T, F}. The valuation v of formulae is defined, for every connective,
as in classical logic, except for implication, denoted by “ = ™, and for
which several semantics are possible.

1°. v(A=B) = T, ifand only if i) v(A) = For v(B) = T, and

ii) t(B) € t(A)
This semantics has been introduced by R. L. Epstein. We denote by D, the
logic under the definition 1°.

The following definition corresponds to the logic called dual dependence
logic related to t and denoted by DD,.
2°.v(A=B) =T, if and only if i) v(A) = F or v(B) = T, and

ii) t(A) € t(B)

The last possibility determinates the logic of topic equality, denoted by Egq,.
3°.v(A=B) =T, ifand only if i) v(A) = For v(B) = T, and
i) t(A) = t(B)

For a given function t, a formula is #-valid if and only if it is true for each
valuation relative to t.

The function t allows us to represent syntactical properties on formulae,
for example, if for every pair of different propositional variables p and q
t(p) N t(q) = @ then t(A) S t(B) becomes that the propositional variables
of A must be contained in the propositional variables of B.

In the remainder we extend the vocabulary: V = VP U {L,, T,}ew



SEQUENTS FOR DEPENDENCE LOGICS 59

L, is false and T is true in every valuation and t(L,) = t(T,) = t(p).
(T, can be considered to be an abbreviationof pv —p, and L, of pA —p).
(see Epstein(87) for a similar approach) Using these new constants we
introduce Gentzen systems for all these logics.

3. Sequents for dependence

In this section we present sequent systems for the dependence logics D,, DD,
and Eq,. Basically the idea is to modify the classical rules such that we keep
track of the variables that have been used.

In the following, T', II, A, A denote finite (possibly empty) sequences of
formulae separated by commas. For arbitrary II and A, IT+ A is called a
sequent. IT and A are called the antecedent and succedent, respectively, of
the sequent. An inference is an expression of the form:

S, or S, §,

S S
where S, S,, S are sequents. S, and S, are called the upper sequents and
S is called the lower sequent of the inference. Intuitively this means that
when S, (S, and S,) is (are) asserted, we can infer S from it (from them).
We consider the following systems :

1°. System D,

Structural rules

contraction

AAT+A I'AAA
(CL) (CR)
ATHA T'-AA
exchange ILABTHA T'AA,BA
(EL) (ER)
IILBLATH+A I'—ABAA
weakening A A
(WL) (WR)

ATHA, L1, T.,THAA
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where 1, denotes the set { L, : p is in VP in A} U {L,: L,or T,
is in A}
and T, denotes the set { T, : p is VP and in A} U {T,: L,or T,
is in A}

cut T-AA AI-A
(cut)
I IT-AA
Logical Rules
ABTI'+A I'A,A T+HAB
(AL) (AR)
AABT'+A I'-A,AAB
AT—-A BTI'rA I'-AAB
(VL) (VR)
AVBTHA I'A,AVB
I''A,A BII-A AT'—AB
(=L) (=R)
A=BTII-AA, L, T.I'-A,d(A,B=B

where d(A,B) is the conjunction of the elements of the set
{A}U{T, : p is a propositional variable in B such that t(p) Et(A)}

THAA ATHA
(—L) (—R)
SATHA L, TaTHA DA
elimination TA, L p T,THA
(LE) (TE)
'A T'A
iff t(p) St(T)
Axioms
- identity
(id) prp pEV

- (ax) A=Br 1,., iff t(B) Z t(A)
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The systems DD, and Eq, are roughly identical with system D,. There are
the following differences:

2°. System DD,

AT+AB
(=R)

T A’F (o A’Aag(B5A)

where g(B,A) is the disjonction of the elements of the set {B}U{ L oD is
a propositional variable in A such that t(p) Z t(B)}

elimination THA L i - p,I‘ A
(LE) — if t((p) St(A) (TE) ———
'—A T'—A
- (ax) A=Br L, iff t(A) Zt(B)
3°. System Eq,.
A, THA, B
(=R)
T A:P = A,d(A,BPg(B,A)
elimination THA, L , T TFA
(LEy—™ iff t(p)St(a) (T E——iff t(p) S t(T)
T'—A T'A

- (ax) A=Br L, iff t(A) #t(B)

Using these rules as usual we define the notion of proof as follows

Definition 1. A proof P is a tree of sequents satisfying the conditions that
follow:

1) The topmost sequents of P are axioms.

2) Every sequent in P except the lowest one is an upper sequent of an
inference whose lower sequent is also in P.
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Definition 2. A sequent S is called provable if there is a proof ending with
5

The notion of validity for sequents is defined in the following way :

Definition 3. For a givent, I'— A is t-valid if and only if for every valuation
v, relative to t, there is a formula in T" which is false or a formula in A
which is true and the conditions t(A) S t(T"), t(T') St(A) and t(T")=t(A) hold
for the systems D,, DD, and Eq, respectively.

Example 1. The sequents p,q—p, p+p,qand p,qp,q are t-valid, for each
t, in the systems D,, DD, and Eq, respectively.

4. Reduction trees

In order to prove the completeness of the Gentzen systems for dependence
logics we use an intermediate tree construction, which is defined using a
modified version of the Gentzen rules.

We describe rules that allow us to reduce a sequent in a new sequent (or
in two new sequents). These reduction rules are defined as follows:

ILAAB,T'+A II-A,AABA
(A1) (A2)
ABILTHA I-AAA 1Ly IIHFAAB,L,
ILAVBT'—A II-AAVB,A
(v1) (v2)
A TgILT'-A B, T,ILT—A II-A,AAB
II,L-ATHA II-A,AA
(1) (m2)
TLILTHAA ATII-AA, L,
ILA=B,I't+A
(=1)

T Ay T B,H’I‘}_ AQA B, TA,H,P}_A

This rule is applied if and only if the conditions t(B) S t(A), t(A) S t(B) and
t(B)=t(A) hold for the systems D,, DD, and Eq, respectively.
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II-A,A=B,A II-A,A=B,A
(=2.1) (=2.2)
IM-AA, L, L, AII-AAB, 1,
(=2.1) is applied if the conditions t(B) Z t(A), t(A) Z t(B) and t(B)=t(A) hold
for the systems D,, DD, and Eq, respectively, else we apply (=2.2).

Definition 4. Let S be a sequent. By a reduction tree for S we mean a tree
constructed by placing S at the origin, and then applying the previous
reduction rules while it is possible.

Example 2. Let us consider the following reduction trees in D, associated
with the sequent —pV q+p=q:
- assume t(q) St(p), then we have :

TpPVakp=q
P,7PVgtg, L,
P, TpHgq, 1, q, T,pHgq,1,
T T gPq,.Lp
- for t(q) Zt(p) we have :
“pVgkp=q

“pvqr .L',,.Lq

AP, Tob Ly dy Q. T ol g

Tos T g Ly Loy

Definition 5. A sequent I'A is closed if the following two clauses are
verified :
1. the conditions t(A) S t(T"), t(T") St(A) and t(T")=t(A) hold for the systems
D,, DD, and Eq, respectively.
2. either a) T and A have a propositional variable p in common, or
b) T contains L, for a propositional variable p, or
¢) A contains T, for a propositional variable p, or
d) T contains A=B with the condition t(B) Zt(A), t(A) Zt(B),
t(A)#t(B) for the systems D,, DD, and Eq, respectively.
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Definition 6. A reduction tree is closed if each end node of the tree is a
closed sequent.

Then we have the facts:

Fact 1. Every closed sequent is a theorem of the corresponding
dependence system.

Proof. We sketch the proofs of the different types of closed sequents. Some

of the steps in the proofs are assured thanks to clause 1 of definition 5.

a) A proof of ', p, ITA, p, A is :

p-p (id)
TA’ T A!pl_A)p’A (WR!ER)

T A> T A’r’p!n'— A,pyA) L r» 4 n (WL,EL)

I,p,II-Ap,A (LE,TE)
where
A means that we can derived B from A after possibly
B P several sequent-rules P.
b) A proof of T', 1L, II-A s :
L=, (id)
Taseligt Lol (WR)

T gLyl I LAy dop Ay (WLEL)

T,L,I-A (LE, TE,ER)

¢) A proof of II-T', T ,A is :
T,-T, (id)

T TaT,FI,7,A (WR,ER)

Tr’TA!prHPF,TP,A, ‘LH (WL,EL)

O-T,7T,,A (LE, TE,ER)
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d) A proof of II,A=B,I'A (where A=B satisfies the condition of the
axiom (ax)) is:

A=Br L ., (ax)

Ts,A=BFA, L, (WR,ER)

T,ILA=BII-A, L, 5, L, Ly (WL,EL)

II,A=B,I'+A (1LE, TE)
S S
Given a reduction rule ——————  (or —= ), the reversed form of
SI S2 Sl
S 5, S,
this rule i.e. S ( S respectively) will be called the

Gentzen-version of this rule.

Fact 2. The Gentzen versions of the reduction rules are derived rules in the
corresponding dependence logic when the sequents of the rules satisfy clause
1 of definition 5.

Proof. We consider only two main examples. The other cases are similar.

T LILT-AA
A proof of L-ATrA with t(mA)<St(A), rule associated with
the reduction rule (—1), is :
TLILTHAA
ﬂA,TmE,Pl—A, 1, (0L)
TLIL-ATHA, L, (EL)
II,mATHA (LE,TE)
A, TgIILT-A B, T,IT'+A
A proof of , rule associated with

ILAVB,T+A
the reduction rule (Vv 1), is :
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A, T,ITH—A B, T, I A

A’TASTBQII:I"_As-LA (WL‘$EL) B, TA,TB,H,I‘FA,J. B

AT, TeILTHA (LE) B, T, TeILI'-A
AVB, T, T,ILI'A (TE,EL)

ILAVB,I'A (vL)
As a consequence of the two previous facts we have the following result :

Fact 3. If the tree associated with a sequent S is closed and S satisfies clause
1 of definition 5, then S is a theorem in the corresponding dependence
system.

Proof. If S satisfies clause 1 of definition 5 we can verify that this condition
is true for every sequent of the reduction tree relative to S. And then, if the
tree associated with S is closed, it is a routine task to write a proof ending
with § by modifying the reduction tree for S according to Fact 1 and Fact
2.

Example 3. If t(q) St(p), the sequent —pV q+p=q is t-valid. Using the
reduction tree we have already given we can construct the following proof :
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p-p (id)

T.p-q,L,p  (WRER) q4-q &

------------------------------------------------------------

o Ty Topg, L, L,p WLEL ¢, T,pkq, 1,1, (WLEL

TePHq,L,p (LE,TE) q,T,prq, L, (LE)

—'psTpqu’p'—q"Lp"LP L) q’TP’Tq’qu’J‘P’J'q OVESEL)

=10 T 5 TPl (LE) q T, Tep—q, 1, (LE)

pvg, T, Te,pkgq, L, (VL)

“pVvVg,pHq, L, (TE)

p,7pVghrgq,L, (EL)

pvVakp=q,L, (wR)

“pVgkp=q (LE)

Lemma 1. If the tree associated with a sequent S is not closed, then S is not
t-valid in the corresponding dependence system.

Proof. Let S, be the sequent of an node n which is not closed.
Assume that the constraint associated to the topic function t is not verified
in the node n. Since the reduction rules preserve the topics inclusion
properties, S does not satisfy it too. So S is not t-valid.
Now we can consider that S, is a sequent which has only atomic formulae,
which has no L, in its antecedent and no T, in its succedent and whose
antecedent and succedent do not contain a formula in common. We can then
obtain an interpretation not satisfying S. Consider the branch consisting of
the sequents $=S,, S,,..., S,. Let S; be I';A,, '=UT, and A=UA, . First
notice that from the way the branch was chosen I' and A have no atomic
formula in common and for every proposition p: L,&T, T CEA.
Let v be the valuation defined for each proposional vanable p, by:

if pET then v(p)=T else v(p)=F
This valuation satisfies every formula in T', but no formula in A. We prove
this by induction on the number of logical symbols in the formulae. So v
falsifies S,, S,,..., S, and therefore S =S, is not t-valid.
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Example 4 : if t(q) Zt(p) the sequent —p V q+ p=q is not t-valid in D,.
Consider the following branch of the reduction tree given in example.
Let S, be —pvqrp=q

S; be 7pvqr 1,1,

S, be 7p, T 1,1,

S b T,T -Ly,l,p
and hence let v such that v(p) and v(q) are false.
We have, in D, v(—pV q) true and v(p=q) false. So S, is not t-valid.

5. Soundness and completeness
Theorem 1. In each system derivability and validity coincide.

Proof. - Derivability implies validity is proved by induction on the number
of inferences in a proof of a sequent: axioms are t-valid sequents and the
inference rules preserve this property.

- Assume now that a Gentzen sequent is valid. Then it satisfies clause 1 of
definition 5 and by lemma 1 the associated tree is closed. So by Fact 3 the
sequent is a theorem. And the completeness is assured.

Observation. If a sequent is t-valid there is a cut free proof of it. Indeed the
reduction tree associated to it, is closed by lemma 1, and we can then
construct a proof from the reduction tree in the same way as previously in
Fact 3, without using cut.

A consequence of cut elimination is the subformula property i. e. if S is
provable there is a proof of S such that all formulae occuring in this proof
are subformulae of those formulae which occur in S.

6. Connections between dependence logics and classical logic
In this part, we establish a link between theorems of classical logic and a

fragment of dependence logics.

Let’s remark first that classical calculus (denoted by PC) may be defined
like system D,, DD, or Eq, with the only following differences :

AT+—AB

(=R)
T.LTHAA=B
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elimination

T'+A,L, T[4
EL)———— ET)—
T+A T-A

and with no axiom (ax).

For this version of classical logic cut elimination holds. Let us consider
the translations from classical formulae into dependence formulae defined
by :

T>(A=B) = [d(T"(A),B)=T"(B)]

TP(A=B) = [T°(A)=g(T"™(B),A)]

T™(A=B) = [d(T*'(A),B)=g(T™(B),A)]
and which are homophonic elsewhere. We gave the definitions of d and g
in the third part of this note.

From these translations we have the following theorem:

Theorem 2. 11 p: A

if and only if d(T™(II),A)+ , T?(A)

if and only if T°™(II) + pg(TP™(A),IT)

if and only if d(T™'(II),A)+ g, g(T™Y(A),1T)
where T'(4) = T'(A)),... , T'(A,) when A = A,... , A,
Proof. The proof is made by induction on the lenght of the proof. Each
inference corresponds roughly to the inference whith the same name in the
other system, and each axiom to its equivalent. We note that because of the
subformula property of D,, DD,, Eq, if d(T'(I),A) -, g(T'(A),II) is provable
there is a proof of this sequent which doesn’t use (ax). From right to left

subformula property of P. C. warrants the valadity of (L E) and (TE) in
the other systems.

7. Epstein dependence logics

We can now ask which formulae are t-valid for every function t. The
corresponding systems will be denoted by D, DD and Eq. These systems
have been introduced by R. L. Epstein. We find it difficult to extend the
previous Gentzen system for capturing these new logics. However we can
describe a decision procedure which tells if a formula is t-valid for every
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t or not.

Let us consider system D (for the other systems the procedure is similar).
Let S be a sequent I'— A such that Var(A) < Var(T") where Var(IT) denotes
the set of propositional variables that appear in II (else there exists a
function t such that t(A)Z t(I") and then S is not t-valid: the procedure is
finished). For each expression of the form A=B in I'U A we associate either
the constraint f(B)Sf(A) or f(B)Zf(A) where f(A)=U {fp)p is a
propositional variable in A}. Each set of coherent constraints define a set
of topic functions which have the same reduction tree for S. So we have
only to verify if § is t-valid in D, for every type of topic function t.

Example. To know wether —p v q+ p=q is valid in D we have to study the
following cases :

Q) Et(p)

Q) Et(p)
we saw that for every function t such that t(q) St(p), —p V q+p=q is t-valid
in D, and that for every function t such that t(q) € t(p) it is not t-valid in D.
So —pV qp=q is not valid in D.

8. Conclusion

In this note we have presented some connections between propositional
dependence logics we have defined and classical logic. In particular we have
presented sequent systems which are very close to the classical one. The
extension of this kind of work to the first order case is under development
(see Krajewski (86) for a first attempt). Concerning applications we think
that dependence logics are a comprehensive frame to represent notions like
topic which are very important for domains like nonmonotonic inferences
Or cooperative answers.
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