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Perspectival Logic of Acceptance and Rejection

Alessandro Giordani

Abstract

This paper aims at developing a logical theory of perspectival epistemic attitudes. 
After presenting a standard framework for modeling acceptance, where the epis-
temic space of an agent coincides with a unique epistemic cell, more complex 
systems are introduced, which are characterized by the existence of many connected 
epistemic cells, and different possible attitudes towards a proposition, both positive 
and negative, are discussed. In doing that, we also propose some interesting ways 
in which the systems can be interpreted on well known epistemological standpoints.

1.  Introduction

A preliminary view on the connections between the epistemic state of 
acceptance, the epistemic act of assenting, and the speech act of asserting 
is that, in asserting, we express assent and, in assenting, we initiate a state 
of acceptance. A correspondent view on the connections between the epis-
temic state of rejection, the epistemic act of dissenting, and the speech act of 
denial is that, in denying, we express dissent and, in dissenting, we initiate a 
state of rejection. Thus, if we endorse an equivalence thesis like

ET1:  denying = asserting a negation

the possibility is open to define dissenting in terms of assenting, since 
expressing a dissent comes to coincide with expressing an assent to a nega-
tion, and rejection in terms of acceptance, since initiating a state of rejection 
comes to coincide with initiating a state of acceptance of a negation. Hence, 
we can conclude that

ET2:  rejecting = accepting a negation

ET2 can be put into question from different points of view (see [9] for a 
general introduction). In particular, we can object either (i) that rejection is 
a primitive epistemic attitude, and so it is not to be identified with acceptance 
of a negation, or (ii) that epistemic attitudes are perspectival, so that differ-
ent notions of acceptance and rejection are definable, whose connections 
are not completely captured by a principle like ET2.
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The main aim of this paper is to explore different ways of negating the 
equivalence thesis and to develop a logical framework for capturing the 
idea that epistemic attitudes are perspectival. The paper is structured as 
follows. In the rest of this section, two ways of negating the equivalence 
thesis are proposed and the perspectival approach to epistemic attitudes is 
outlined. In section 2, non-perspectival systems are introduced and dis-
cussed. In section 3, perspectival systems are introduced and appropriately 
axiomatized.

1.1.  The negations of the equivalence thesis

Let us say that a position is epistemically paraconsistent if it admits of both 
Aϕ and ¬R¬ϕ and epistemically paracomplete if it admits of both Rϕ 
and ¬A¬ϕ. We will focus on two general ways of negating the equivalence 
thesis, which lead either to paraconsistent or to paracomplete positions. 
The first way is a consequence of allowing for the possibility of alethic 
paraconsistency and paracompleteness (see e.g. [8, 9]).

•  Managing truth-value gaps and gluts

Paraconsistent option. Suppose we accept the possibility of truth-value 
gluts. Then, we are in a position to accept both ϕ and the negation of ϕ, so 
that, if acceptance and rejection are exclusive, we reject neither ϕ nor ¬ϕ. 
Thus, we can accept ϕ without rejecting ¬ϕ, while the rejection of ϕ can 
either imply (strong version) or not imply (liberal version) the acceptance 
of ¬ϕ. Hence

• � Paraconsistency: Aϕ → R¬ϕ is not valid. For, Aϕ ∧ A¬ϕ is admissible and 
it is assumed that Aϕ excludes Rϕ. (i) Strong version: Rϕ → A¬ϕ is valid, 
since Rϕ is assumed to be stronger than A¬ϕ. (ii) Liberal version: Rϕ → 
A¬ϕ is invalid, since Rϕ is not considered stronger than A¬ϕ.

Paracomplete option. Suppose we accept the possibility of truth-value 
gaps. Then, we are in a position to reject both ϕ and the negation of ϕ, so 
that, if acceptance and rejection are exclusive, we accept neither ϕ nor ¬ϕ. 
Thus, we can reject ¬ϕ without accepting ϕ, while the acceptance of ϕ 
can either imply (strong version) or not imply (liberal version) the rejection 
of ¬ϕ.

• � Paracompleteness: Rϕ → A¬ϕ is not valid. For, Rϕ ∧ R¬ϕ is admissible 
and it is assumed that Aϕ excludes Rϕ. (i) Strong version: Aϕ → R¬ϕ is 
valid, since Aϕ is assumed to be stronger than R¬ϕ. (ii) Liberal version: 
Rϕ → A¬ϕ is invalid, since Aϕ is not considered stronger than R¬ϕ.

The second way of negating ET emerges when we try to merge different 
sources of information.



	 Perspectival Logic of Acceptance and Rejection� 267

•  Managing sources of information

Suppose that we have two equally trustworthy sources of information about 
a certain domain. These sources can agree or disagree on the valuation of 
specific propositions, but they are not inconsistent, even if they can be silent 
on the truth value of some proposition. Hence, it is possible for us to receive 
nine kinds of report on the same proposition, where each report consists in 
a pair of truth-values or blanks. Suppose that we decide to adopt a prudent 
approach, accepting a proposition only if the sources agree on its truth-
value, but rejecting it when one source reports it as false and the other 
source is silent. Then, we obtain a strongly paracomplete position. Suppose, 
in contrast, that we decide to adopt an optimist approach, accepting a prop-
osition when one source reports it as true and the other source is silent, but 
rejecting it only if the sources agree on its truth-value. Then, we obtain a 
strongly paraconsistent position.

Report on ϕ Prudent approach Optimistic approach
Case 1 (1, 1) Aϕ ∧ R¬ϕ Aϕ ∧ R¬ϕ
Case 2 (1, −) R¬ϕ Aϕ

Case 3 (1, 0) Rϕ ∧ R¬ϕ Aϕ ∧ A¬ϕ
Case 4 (−, 1) R¬ϕ Aϕ

Case 5 (−, −) − −
Case 6 (−, 0) Rϕ A¬ϕ
Case 7 (0, 1) Rϕ ∧ R¬ϕ Aϕ ∧ A¬ϕ
Case 8 (0, −) Rϕ A¬ϕ
Case 9 (0, 0) A¬ϕ ∧ Rϕ A¬ϕ ∧ Rϕ

In case of many sources of information of different quality, more interesting 
approaches can be adopted in view of the preservation of the correctness 
and completeness of the data (see [1] for an introduction).

1.2.  The perspectival character of acceptance

The main problem now is how cases of epistemic paraconsistency and para-
completeness can be handled in an appropriate way. We propose to exploit 
the intuition that acceptance and rejection are perspective dependent, where 
a perspective is a triple i = (σ, i, s) in which

1.  σ is a member of a set Σ of subject matters;
2.  i is a member of a set I of sources of information;
3.  s is a subset of a set S of specific sets of epistemic standards.
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The central idea underlying such an approach is that acceptance and rejec-
tion are connected to epistemic justifications, where a justification is 
intended as an epistemic ground for assuming a proposition p as a solution 
to a specific problem relative to a subject matter σ ∈ Σ: a solution that 
derives from a source of information i ∈ I and satisfies a set of standards 
s ∈ S.1 Hence, we will model acceptance and rejection in accordance with the 
intuition that an agent has a perspective on the world, which provides her 
with an epistemic book, written in such a way that the results of a research 
based on the given perspective are recorded in it. Furthermore, it is assumed 
that the book is associated with an epistemic cell, which is a set of sce-
narios, thought of as complete representations of the world that are consist-
ent with the content of the book. Finally, it is assumed that each epistemic 
book is subdivided into two separate parts: a yes-box, where all the accepted 
propositions are to be inserted, and a no-box, where all the rejected propo-
sitions are to be inserted. Thus, we can introduce the following definitions

1.  accepting := agent-dependent writing in the yes-box of the epistemic book.
2.  rejecting := agent-dependent writing in the no-box of the epistemic book.

This initial model can be refined along different directions. In particular, we 
are interested in

•  introducing different books
•  introducing primary books among all the books
•  distinguishing the no-box from the complement of the yes-box
•  distinguishing the no-box from the set of negations in the yes-box

In any case, acceptance and rejection are assumed to be locally incompatible 
attitudes, and the fundamental principle is endorsed that it is impossible for 
the same agent to both accept and reject the same proposition under the 
same perspective.

2.  Basic non-perspectival systems

In this section, we present two systems of logic for an agent whose epistemic 
space is based on a unique book. The first one is a basic system of accept-
ance, where rejection is defined in terms of acceptance. The second system 
extends the first by introducing rejection as a primitive epistemic attitudes.2

1  We will not pursue here a development of this framework from an epistemological point 
of view. We only intend to propose a hierarchy of logical systems based on it and to show 
how these systems help us to model different interesting concepts of acceptance and rejection.

2  In particular, we will treat implicit acceptance and rejection (see [4] ch. 9). In fact, it 
would be possible to extend the following systems so as to introduce both implicit and 
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Definition 1. Let P be a set of propositional variables. The initial language 
L is defined according to the following rules:

ϕ := p | ¬ϕ | ϕ ∧ ϕ | Aϕ | Rϕ

where p ∈ P . The other connectives and the dual modalities Aϕ and 
Rϕ are defined as usual. Here, Aϕ / Rϕ says that the agent implicitly 
accepts / rejects ϕ.

2.1.  The basic system of acceptance

We first consider an agent with a unique book and a unique positive epis-
temic attitude of acceptance. In this context, a unique epistemic cell is 
sufficient for modeling the agent. The attitude of rejection can then be 
introduced by definition in at least two different ways.

1.  classical rejection: Rϕ := A¬ϕ.
2.  reflexive rejection: Rϕ := A¬Aϕ ∧ ¬Aϕ.

The first definition is a straightforward implementation of ET, and thus the 
no-box of the book comes to coincide with the set of the negations of the 
propositions contained in the yes-box. By contrast, the idea underlying the 
second definition is that rejecting ϕ is stronger than not accepting ϕ, but 
not so strong as to imply A¬ϕ, so that rejecting ϕ is interpreted as the 
active acceptance of not accepting ϕ. Hence, rejecting coincides with 
excluding the case that ϕ is in the yes-box of the epistemic book, without 
incurring in the problem of identifying the no-box with the complement of 
the yes-box, so that any proposition that is not accepted is rejected.

Definition 2. (model ): A basic model for L is a tuple M = W, R, V  where 
W is a set of epistemic worlds.
R : W → ℘  (W) is an accessibility function.
V : P → ℘  (W) is a valuation function.

In addition, R satisfies the condition R(w) ≠ Ø, for all w. Hence, no incon-
sistency is allowed within the epistemic book.

Definition 3. (truth in a model ):
M, w  p ⇔ w ∈ V (p)
M, w  ¬ϕ ⇔ M, w  ϕ
M, w  ϕ ∧ ψ ⇔ M, w  ϕ and M, w  ψ
M, w  Aϕ ⇔ ∀v(v ∈ R(w) ⇒ M, v  ϕ)

explicit attitudes and to show that the results obtained in the present setting carry over to 
the explicit attitudes as well.
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Theorem 1. the logic A1 of basic acceptance, given by classical proposi-
tional logic plus the following group of axioms

RA: ϕ/Aϕ

KA: A(ϕ → ψ) → (Aϕ → Aψ)

DA: ¬  (Aϕ ∧ A¬ϕ)

is sound and complete with respect to the class of basic models.

Connection between rejection and acceptance.
classical	 reflexive

A1 Rϕ → ¬Aϕ	 A1 Rϕ → ¬Aϕ

A1 Aϕ → R¬ϕ	 ConA1 (Aϕ ∧ ¬R¬ϕ)

A1 Rϕ → A¬ϕ	 ConA1 (Rϕ ∧ ¬A¬ϕ)

Stronger systems can be obtained by introducing further conditions.
Axioms on A	 Conditions on R

3A  Aϕ → ¬A¬Aϕ	 ∃v  (v ∈ R(w) and R(v) ⊆ R(w))

4A  Aϕ → AAϕ	 v ∈ R(w) ⇒ R(v) ⊆ R(w)

5A  ¬A¬Aϕ → Aϕ	 v ∈ R(w) ⇒ R(w) ⊆ R(v)

If 3A is assumed, then reflective rejection comes to coincide with A¬Aϕ. 
If 4A is assumed, then 3A can be derived by DA. Finally, if both 4A and 5A 
are assumed, we obtain a standard system of ideal acceptance, but the dis-
tinction between reflexive rejection and non-acceptance is lost, since A¬Aϕ 
and ¬Aϕ turn out to be equivalent. Hence, even if the basic system of 
acceptance is appropriate for representing paraconsistent and paracomplete 
positions, when the notion of reflexive rejection is assumed, it is not robust 
in doing that, since the addition of the principles of positive and negative 
introspection, 4A and 5A, destroys the distinction between classical and 
reflexive rejection.

2.2.  The symmetric system of acceptance and rejection

Let us consider now an agent with a unique book and distinct attitudes of 
acceptance and rejection. In this context, two epistemic modalities are 
required for modeling the agent, since rejection is a primitive concept. 
As a consequence, the connection between acceptance and rejection has to 
be characterized by introducing specific axioms (see [7, 6] for further dis-
cussion).
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Definition 4. (model ): A symmetric model for L is a tuple M = W, R1, R2, V    
where

W is a set of epistemic worlds.

R1 : W → ℘  (W ) is used to model the positive attitude.

R2 : W → ℘  (W ) is used to model the negative attitude.

V : P → ℘  (W ) is a valuation function.

In addition, R1 and R2 satisfy the condition R1(w) ∩ R2(w) ≠ ø, for all w ∈ W. 
The condition on R1 and R2 implies that R1(w) ≠ ø and R2(w) ≠ ø, for all 
w ∈ W, so that inconsistencies in accepting and rejecting propositions are 
prevented. A more general system can be obtained by dropping this condi-
tion, but the principle of incompatibility between acceptance and rejection 
results then invalid.

Definition 5. (truth in a model ): beside the standard cases, we have
M, w  Aϕ ⇔ ∀v  (v ∈ R1(w) ⇒ M, v  ϕ)

M, w  Rϕ ⇔ ∀v  (v ∈ R2(w) ⇒ M, v  ¬ϕ)

Theorem 2. the logic A2 of symmetric acceptance, given by classical 
propositional logic plus the following group of axioms

RA: ϕ/Aϕ

KA: A(ϕ → ψ) → (Aϕ → Aψ)

RR: ¬ϕ/Rϕ

KR: R¬  (ϕ → ψ) → (Rψ → Rϕ)

DAR: ¬  (Aϕ ∧ Rϕ)

is sound and complete with respect to the class of symmetric models.

A2 is a conservative extension of A1: just consider that any model M1 = 
(W, R1, V ) for A1 can be transformed into a model M2 = (W, R1, R2, V ) 
for A2, satisfying the same A1-formulas, by putting R2(w) = W, for 
every w ∈ W, and that any model M2 = (W, R1, R2, V ) for A2 can be 
transformed into a model for A1, satisfying the same A1-formulas, by 
simply deleting R2.

Facts. (proofs are left as an exercise)
 A2 Aϕ → ¬A¬ϕ	  A2 Rϕ → ¬R¬ϕ
 A2 Aϕ ∧ Aψ ↔ A(ϕ ∧ ψ)	  A2 Rϕ ∧ Rψ ↔ R(ϕ ∨ ψ) 

ConA2 (¬Aϕ ∧ ¬A¬ϕ)	 ConA2 (¬Rϕ ∧ ¬R¬ϕ)



272	 Alessandro Giordani

It is not difficult to see that ConA2(Aϕ∧¬R¬ϕ) and ConA2(Rϕ∧¬A¬ϕ), 
and so that in this system both paraconsistency and paracompleteness are 
representable. In addition, the connection between A and R can be strength-
ened in several ways.

Axioms on A, R	 Conditions on R and S

Aϕ → R¬ϕ	 R2(w) ⊆ R1(w)

Rϕ → A¬ϕ	 R1(w) ⊆ R2(w)

Rϕ ↔ A¬ϕ	 R2(w) = R1(w)

Hence, system A1 with classical rejection can be viewed as the special case 
of A2 where axiom Rϕ ↔ A¬ϕ holds. Analogously, a system correspond-
ing to A1 with reflexive rejection might be obtained by adding an axiom to 
the effect that Rϕ ↔ A¬Aϕ ∧ ¬Aϕ.

In conclusion, introducing two epistemic attitudes constitutes a signifi-
cant advance in modeling paraconsistent and paracomplete positions. In the 
next section, we go on in analyzing these attitudes and propose a way for 
defining different notions of acceptance and rejection and different kinds of 
negation of the equivalence thesis.

3.  Basic perspectival systems

In this section, we present systems of logic for an agent whose epistemic 
space is based on different books. The epistemic space is thus constituted 
by a set of epistemic cells, where each cell contains scenarios which are 
compatible with a specific book. The agent is in a position to write different 
books according to different perspectives, and any book only contains prop-
ositions about a specific subject matter, which are accepted on the basis of 
a single source in an epistemic situation characterized by specific standards.

3.1.  The basic system of perspectival acceptance

Let us consider an agent with a set of books and a unique positive epistemic 
attitude of acceptance. In this context, many epistemic cells are necessary 
for modeling the agent, and more concepts of acceptance and rejection 
becomes definable.3

Definition 6. (model ): A perspectival model for L is a tuple M = W, I, 
{Ri}i∈I, V     where

3  These models are introduced in [4] for modeling local reasoning.
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W ≠ ∅ is a set of epistemic worlds.
I ≠ ∅ is a set of epistemic perspectives.
Ri : W → ℘  (W ) is an accessibility function, for each i ∈ I. 
V : P → ℘  (W ) is a valuation function.

In addition, Ri satisfies the condition: Ri(w) ≠ ∅, for all w and i ∈ I, so that 
no inconsistency is allowed within the same epistemic book: no source is 
inconsistent in itself, but they may not be jointly consistent.

Definition 7. (truth in a model ): beside the standard cases, we have
M, w  Aϕ ⇔ ∃i ∈ I∀v(v ∈ Ri(w) ⇒ M, v  ϕ)

The crucial characteristic of the present system is given by the truth def-
inition of a modal formula. Aϕ is true precisely when ϕ is true across 
some cell and, since there are many cells and no constraint on their con-
nections, it is possible for an agent to accept both a proposition and its 
negation without accepting their conjunction. Still, since no cell contains 
a scenario where contradictions are true, the agent accepts no contradic-
tion. In fact, the following facts are provable in the class of perspectival 
models

1.	 Aϕ ∧ Aψ → A(ϕ ∧ ψ) is not valid;
2.	 ¬  (Aϕ ∧ A¬ϕ) is not valid;
3.	 ¬ A(ϕ ∧ ¬ϕ) is valid.

Proof. Take W = {w, w1, w2}, I = {1, 2}, R1(w) = {w1}, R2(w) = {w2}.

w1 : p1 w2 : p2

R1 R2

w

Let V (p1) = R1(w) and V (p2) = R2(w). Then M, w  Ap1; M, w  A¬p2; 
M, w  Ap2; M, w  A(p1 ∧ p2), and so the first two facts are proven. The 
last fact is a straightforward consequence of the definition of truth.�  

The failure of Aϕ ∧ Aψ → A(ϕ ∧ ψ), ensuring the possibility of accept-
ing two propositions without accepting their conjunction, is due to the pres-
ence of non-nested cells. The failure of Aϕ → ¬A¬ϕ, ensuring the pos-
sibility of accepting contradictory propositions, is due to the presence of 
non-intersecting cells. Indeed, in frames where all pairs of cells have non-
empty intersection Aϕ → ¬A¬ϕ is valid, since a ϕ-cell intersects every 
other cell, and so in every other cell there is a ϕ-scenario. Hence, it is the 
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separation of the epistemic cells that allows the agent to be consistent 
within each cell, while accepting inconsistent propositions.

Theorem 3. the logic PA, axiomatized by the following group of axioms
RA: ϕ/Aϕ

MA: ϕ → ψ/Aϕ → Aψ 
DA: ¬A(ϕ ∧ ¬ϕ)

is sound and complete with respect to the class of perspectival models.

The present framework allows us to model an extremely general notion 
of acceptance. The connection between rejection and acceptance is as 
follows.

classical rejection	 reflexive rejection
ConPA (Rϕ ∧ Aϕ)	 ConPA (Rϕ ∧ Aϕ)
 PA Aϕ → R¬ϕ	 ConPA (Aϕ ∧ ¬R¬ϕ)
 PA Rϕ → A¬ϕ	 ConPA (Rϕ ∧ ¬A¬ϕ)

As we can see, when reflexive rejection is assumed, no particular connec-
tion between acceptance and rejection is derivable. Thus, perspectival 
acceptance is useful to model epistemic attitudes that are sensitive to a 
switch of standards. As an example, in a setting where we are interested in 
modeling context-sensitive epistemic agents (see e.g. [3, 12]), the set of 
propositions accepted in a certain context, determined by a given set of 
standards s1 ⊆ S, will typically be different from the set of propositions 
accepted in a context determined by more stringent standards s2 ⊆ S. 
Hence, we obtain a suitable model of epistemic contextualism. Similarly, 
in a setting where we are interested in modeling contrast-sensitive epis-
temic agents (see e.g. [10, 11]), the set of propositions accepted as answers 
to a certain question, determined by the contrast class of a given subject 
matter σ1 ∈ Σ, will typically be different from the set of propositions 
accepted as answers to a question determined by the contrast class of a 
different subject matter σ2 ∈ Σ. Hence, we obtain a suitable model of epis-
temic contrastivism. Finally, in a setting where we are interested in mod-
eling source-sensitive epistemic agents, the set of propositions accepted as 
pieces of information on a certain domain provided by a given source i1 ∈ I, 
will typically be different from the set of propositions provided by a differ-
ent source i2 ∈ I. Hence, we obtain a suitable model of local knowledge 
(see e.g. [2, 4]).

As might be expected, one of the key problems in a perspectival frame-
work is how to put together data deriving from different perspectives. 
Here, we will focus on three solution strategies. The first strategy consists 
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in requiring that agents accept a proposition just in case that proposition is 
acceptable under all perspectives, which leads to a notion of absolute 
acceptance. The second strategy consists in requiring that agents accept a 
proposition just in case that proposition is acceptable under a special per-
spective, selected in virtue of some positive characteristics. For example, 
perspectives could be selected because they are determined by very fine-
grained subject matters in Σ, by very high standards in S, or by highly 
dependable sources in I. This strategy leads to a notion of critical acceptance. 
The final strategy consists in requiring that agents accept a proposition just 
in case that proposition is acceptable under a certain class of perspectives, 
as determined according to a given ordering. For example, perspectives 
could be ordered in view of the granularity of the subject matters, the high-
ness of the standards, or the dependability of the sources. This strategy 
leads to a notion of ordinal acceptance.

3.2.  First strategy: absolute acceptance

The language is extended by introducing a modality AU for absolute, or 
universal, acceptance. The intended meaning of AU ϕ is that ϕ is accepted 
independently of any perspective, so that ϕ holds in all the epistemic cells. 
The definition of truth is extended accordingly:

•  M, w  AU ϕ ⇔ ∀i ∈ I ∀v(v ∈ Ri(w) ⇒ M, v  ϕ)

Theorem 4. the logic PU, obtained by adding to PA 
RU: ϕ/AU ϕ

KU: AU (ϕ → ψ) → (AU ϕ → AU ψ)

IU: AU (ϕ → ψ) → (Aϕ → Aψ)

is sound and complete with respect to the class of perspectival models.

Theorems. (by IU )
 PU AU ϕ → Aϕ

 PU AU ϕ → ¬A¬ϕ
 PU AU ϕ → ¬AU ¬ϕ

RU and KU state that AU is a normal modality. IU is the crucial axiom and 
implies that what is absolutely accepted is both accepted in every cell and 
classically rejected in no cell. This is due to the fact that no cell is empty. 
In addition, IU allows us to derive MA from RU. In this setting, rejection is 
defined according to the classical definition.

Absolute acceptance is useful to model the set of propositions that are 
not touched by a perspective shift. As an example, supposing that we are 
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interested in modeling epistemic agents assessing different empirical theo-
ries relative to a shared empirical basis, the propositions in the basis being 
absolutely accepted. In this case, perspectives are determined by theories, 
intended as sources of information, while the empirical basis is determined 
by our measuring systems, whose results are invariant under a theory shift, 
even though the interpretation of these results is not invariant. It is in gen-
eral a matter of doubt whether there could be a stable set of absolutely 
acceptable propositions. Still, within any logical system, the set of logically 
valid propositions is a set of this kind.

If absolute acceptance is available, we get new options for interpreting the 
connection between rejection and acceptance within the classical framework. 
An intuitive possibility is to work with two concepts of rejection, where 
the classical one is associated with a strong concept of absolute rejection. 
What we get is a model of two epistemic attitudes: a prudent one, according 
to which the best thing to do is (i) to reject ϕ when its negation holds in some 
cell and (ii) to accept it only when it holds in all the cells; and an optimistic 
one, according to which it is better (i) to accept ϕ when it holds in some cell 
and (ii) to reject it only when its negation holds in all the cells. As to the 
relation between acceptance and rejection, we obtain then

Prudent version	O ptimistic version

 PU RU ϕ → ¬Aϕ	  PU Rϕ → ¬AU ϕ 

ConPU (Aϕ ∧ ¬RU ¬ϕ)	  PU AU ϕ → R¬ϕ
 PU RU ϕ → A¬ϕ	 ConPU (Rϕ ∧ ¬AU ¬ϕ)

(strong paraconsistency)	 (strong paracompleteness)

3.3.  Second strategy: critical acceptance

We extend our language by introducing a modality AC for critical acceptance. 
The intended meaning of AC ϕ is that ϕ is accepted on the basis of the most 
critical perspective, if any, so that ϕ holds in the epistemic cell that represents 
this perspective. A model is a tuple M = W, I, R, {Ri}i∈I, V  such that

1.	 W, I, {Ri}i∈I, V  as before

2.	 R(w) ∩ Ri(w) ≠ ∅, for all i ∈ I

Here R represents the agent’s critical point of view, and condition 2 is 
a constraint that ensures that any cell contains at least a critical scenario, 
which is a scenario admissible according to the critical perspective. Hence, 
not all critical scenarios are excluded in a less critical cell. The definition 
of truth is extended so that:

•  M, w  AC ϕ ⇔ ∀v(v ∈ R(w) ⇒ M, v  ϕ)
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Theorem 5. the logic PC, obtained by adding to PA 
RC: ϕ  /AC ϕ
KC: AC (ϕ → ψ) → (AC ϕ → AC ψ)
IC: AC ϕ → Aϕ ∧ ¬A¬ϕ

is sound and complete with respect to the previous class of models.

RC and KC state that AC is a normal modality. IC states that what is critically 
accepted is accepted and classically rejected in no cell. This is due to the 
fact that every cell intersects the critical cell. Note that RC and IC imply 
¬A(ϕ ∧ ¬ϕ).

Critical acceptance is useful to model the set of propositions that are 
justified by the best theories at our disposal. As an example, in a setting 
where we are interested in modeling epistemic agents comparing different 
empirical theories against the same empirical basis, the theory that fits at 
best the empirical evidence is critically accepted.

As before, critical acceptance allows us to define two concepts of rejection 
and to introduce the distinction between prudent and optimistic epistemic 
attitudes, thus obtaining the following results on the relation between 
acceptance and rejection.

Prudent version	O ptimistic version
 PC RC ϕ → ¬Aϕ	  PC Rϕ → ¬AC ϕ 
ConPC(Aϕ ∧ ¬RC ¬ϕ)	 ConPC (AC ϕ ∧ ¬R¬ϕ) 
ConPC(RC ϕ ∧ ¬A¬ϕ)	 ConPC (Rϕ ∧ ¬AC ¬ϕ) 
(liberal paraconsistency)	 (liberal paracompleteness)

The prudent attitude, according to which an agent only accepts what is 
critically legitimate and rejects what is rejected in at least one cell, seems 
to match the epistemic attitude underlying critical rationalism.

3.4.  Third strategy: ordinal acceptance

Finally, we extend our language by introducing a modality ≤ for ordinal 
acceptance4. The intended meaning of ϕ ≤ ψ is that, for every perspective 
which accepts ϕ, there is a perspective accepting ψ that is at least as 
secure, so that ψ is to be accepted, provided ϕ is accepted. A model is a 
tuple M = W, I, {≤w}w∈W, {Ri}i∈I, V  such that

1.  W, I, {Ri}i∈I , V  as before
2.  ≤w ⊆ I × I is reflexive and transitive for all w ∈ W

4 I t is worth noting that the ordering concerns the perspectives and not the propositions, 
as in standard approaches. See [5] for a discussion.
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The definition of truth is extended so that:
• � M, w  ϕ ≤ ψ ⇔ for all j 

if ∀ v(v ∈ Rj (w) ⇒ M, v  ϕ) 
then ∃i (  j ≤w i and ∀ v(v ∈ Ri(w) ⇒ M, v  ψ)

Theorem 6. the logic PO, obtained by adding to PA 
RO: ϕ → ψ/ϕ ≤ ψ
1O: Aϕ ∨ ϕ ≤ ψ
2O: ϕ ≤ ψ → (Aϕ → Aψ) 
3O: ϕ ≤ ψ ∧ ψ ≤ ψ′ → ϕ ≤ ψ′

is sound and complete with respect to the previous class of models.

RO encodes the intuitive assumption according to which consequences of 
ϕ are at least as acceptable as ϕ, so that any consequence of ϕ is to be 
accepted, if ϕ is accepted. 1O states that, if ϕ is not accepted, then no 
proposition is less acceptable than ϕ. 2O states that any proposition that is 
at least as acceptable as ϕ is accepted, provided that ϕ is accepted. Finally, 
3O states that ≤ is transitive. Hence, since ≤ is also reflexive, by RO, ≤ turns 
out to be a preorder.

Introducing an ordering on the set of perspectives allows us to define a 
kind of critical acceptance.

Definition 8. induced critical acceptance.

AC
 ϕ := T ≤ ϕ,  where T is logical truth

Note that, semantically, AC
 ϕ is true at a certain world precisely when, for 

every epistemic cell, there is a non-worse epistemic cell through which ϕ 
is true. Hence, accepting ϕ is a best option from every perspective. This 
notion obeys some significant logical principles:

ϕ/AC
 ϕ

ϕ → ψ/AC
 ϕ → AC

 ψ

ϕ ≤ ψ → (AC
 ϕ → AC

 ψ)

AC
 ϕ → Aϕ, and so ¬AC

 (ϕ ∧ ¬ϕ)

Still, this notion of acceptance allows for accepting both a proposition and 
its negation. This is due to the possibility of infinite ascending chains of 
epistemic cells. To be sure, let us consider the following model:

W, I, {≤w}w∈W, {Ri}i∈I, V  where W = I = N and

	 ≤w = ≤ for each w ∈ W
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	 Ri(w) = {i}, for each w ∈ W and i ∈ I 

	 V (p) = 2N

Then, for each world w, and each j, if p0 (¬p0) holds at every world in Rj 
(w), then ¬p0 (p0) holds at every world in Rj+1(w), and so both AC

 p and A
C
 ¬p are true at w. As a corollary, since every cell is consistent, the accept-
ance of two propositions does not imply the acceptance of their conjunction. 
As to the relation of acceptance and classical rejection, all combinations are 
now allowed.

3.5.  Completeness of the perspectival systems

In this final section, we will show that the system obtained by combining abso-
lute, critical and ordinal acceptance is complete with respect to the perspectival 
semantics. To the best of our knowledge, the proof is original. It exploits a 
canonicity argument and it is such that proofs of soundness and complete-
ness for the three component systems can be readily extracted from it.

The system PUCO of ordinal acceptance with absolute and critical 
modalities is a perspectival system characterized by rule RU, and the fol-
lowing axioms:

KU: AU (ϕ → ψ) → (AU ϕ → AU ψ)	 IC: AC ϕ → Aϕ ∧ ¬A¬ϕ 

1U: AU ϕ → AC ϕ	 1O: Aϕ ∨ ϕ ≤ ψ

2U: AU (ϕ → ψ) → ϕ ≤ ψ	 2O: ϕ ≤ ψ → (Aϕ → Aψ) 

KC: AC (ϕ → ψ) → (AC ϕ → AC ψ)	 3O: ϕ ≤ ψ ∧ ψ ≤ ψ′ → ϕ ≤ ψ′

RA, RC, RO are now derivable and 2U together with 2O implies IU.

Definition 9. A model for the previous system is a tuple

W, I, R, {≤w}w∈W, {Ri}i∈I where

(1)	 W is a non-empty set of epistemic worlds

(2)	 I is a non-empty set of perspectives

(3)	 R : W → ℘  (W ) satisfying R  (w) ∩ Ri(w) ≠ ∅, for all i ∈ I

(4)	 ≤w is a preorder defined on I, for each w ∈ W

(5)	 Ri : W → ℘  (W  ) is an accessibility function, for all i ∈ I

(6)	 V : P → ℘  (W  ) is a modal valuation function

We get completeness by constructing a canonical model and proving a can-
onicity lemma and a truth lemma. Let
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•	 W be the set of all the maximally PUCO-consistent sets of formulas;
•	 I is the set of all the PUCO-formulas.

Hence, indices in I and formulas coincide. For w ∈ W, let
(1)  w/U = {ϕ | AU ϕ ∈ w}

(2)  w/C = {ϕ | AC ϕ ∈ w}

(3)  w/i = {ϕ | w/U, i ϕ}� if Ai ∈ w 
w/U  � if Ai ∈/ w

Note that w/U, w/C and w/i are closed sets. Indeed, suppose w/U PUCO ϕ. 
Then w PUCO AU ϕ, and so AU ϕ ∈ w, since w is maximally consistent. 
Thus, ϕ ∈ w/C, by the definition of w/C. Similarly for w/C and w/i.

Lemma 1. w/i = ∩ {v ∈ W | w/i ⊆ v} and w/C = ∩ {v ∈ W | w/C ⊆ v}.

Proof. Since both w/C and w/i are closed sets, they coincide with the inter-
section of all the maximally consistent sets that contain them.	  

Lemma 2. ϕ ∈ w/i ⇒ Aϕ ∈ w.

Proof. Suppose ϕ ∈ w/i. If Ai ∈ w, then AU (i → ϕ) ∈ w, by the definition 
of w/i. Thus, (Ai → Aϕ) ∈ w, by IU, and so Aϕ ∈ w. If Ai ∈/ w, then AU 
ϕ ∈ w, and so Aϕ ∈ w, again by IU.	  

Definition 10. The canonical model is the tuple
W, I, R, {≤w}w∈W, {Ri}i∈I, V  such that

  (i)	 R(w) is such that v ∈ R(w) ⇔ w/C ⊆ v;

 (ii)	 ≤w is such that j ≤w i ⇔ (  j ≤ i) ∈ w;

(iii)	 Ri(w) is such that v ∈ Ri(w) ⇔ w/i ⊆ v;

(iv)	 V  is such that w ∈ V (pi) ⇔ pi ∈ w.

Some preliminary facts.

Fact 1.  Aϕ ∈ w ⇔ ∃i(ϕ ∈ w/i).

Proof. Suppose Aϕ ∈ w. Then ϕ ∈ w/ϕ, by definition of w/ϕ. Suppose 
∃i (ϕ ∈ w/i). Then Aϕ ∈ w, by lemma 2.�  

Fact 2. AU ϕ ∈ w ⇔ ∀i(ϕ ∈ w/i).

Proof. Suppose AU ϕ ∈ w. Then ϕ ∈ w/U, and so ϕ ∈ w/i, by definition of 
w/U and w/i. Suppose ∀i (ϕ ∈ w/i). Then ϕ ∈ w/ , and so ϕ ∈ w/U, 
since w/  = w/U by the definition of w/ .� 
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Fact 3. ϕ ∈ w/i ⇔ (i ≤ ϕ) ∈ w.

Proof. Suppose ϕ ∈ w/i. Then AU (i → ϕ) ∈ w, by the definition of w/i, 
and so (i ≤ ϕ) ∈ w, by IO. Suppose ϕ ∈/ w/i. Then Ai ∈ w, by 1O, and so 
(i ≤ ϕ) ∈/ w, by 2O.� 

Fact 4. ∃i((ϕ ≤ i) ∈ w and ψ ∈ w/i) ⇔ (ϕ ≤ ψ) ∈ w.

Proof. Suppose (ϕ ≤ i) ∈ w and ψ ∈ w/i. Then (ϕ ≤ i) ∈ w and (i ≤ 
ψ) ∈ w, by fact 2, and so (ϕ ≤ ψ) ∈ w, by 3O. Suppose (ϕ ≤ ψ) ∈ w. 
Since (ψ ≤ ψ) ∈ w, ψ ∈ w/ψ by fact 2, and so (ϕ ≤ ψ) ∈ w and ψ ∈ 
w/ψ.� 

PART I:  Canonicity Lemma

The canonical model is a model for the logic. That ≤w is reflexive and 
transitive follows from RU, 2U, and 3O. That R(w) ∩ Ri(w) ≠ ∅, for all i ∈ I, 
is consequence of IC. Indeed, since AC ϕ → ¬A¬ϕ ∈ w, by IC, w/C ∪ w/i 
is consistent, for all i ∈ I. Therefore w/C ∪ w/i is included in some maxi-
mally consistent set v, so that v ∈ R(w) ∩ Ri(w).

PART II:  Truth Lemma 

Case 1:  M, w  Aϕ ⇔ Aϕ ∈ w.
Proof. By the definition of  and IH:

M, w  Aϕ ⇔ ∃i ∈ I ∀v(v ∈ Ri(w) ⇒ ϕ ∈ v)

M, w  Aϕ ⇔ ∃i ∈ I (ϕ ∈ w/i), by lemma 1

M, w  Aϕ ⇔ Aϕ ∈ w, by fact 1� 

Case 2: M, w  AU ϕ ⇔ AU ϕ ∈ w.
Proof. By the definition of  and IH:

M, w  AU ϕ ⇔ ∀i ∈ I  ∀v(v ∈ Ri(w) ⇒ ϕ ∈ v)

M, w  AU ϕ ⇔ ∀i(ϕ ∈ w/i), by lemma 1

M, w  AU ϕ ⇔ AU ϕ ∈ w, by fact 2� 

Case 3: M, w  AC ϕ ⇔ AC ϕ ∈ w.
Proof. By the definition of  and IH:

M, w  AC ϕ ⇔ ∀v(v ∈ R(w) ⇒ ϕ ∈ v)

M, w  AC ϕ ⇔ ϕ ∈ w/C, by lemma 1

M, w  AC ϕ ⇔ AC ϕ ∈ w, by def. w/C� 
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Case 4: M, w  ϕ ≤ ψ ⇔ (ϕ ≤ ψ) ∈ w.
Proof. By the definition of  and IH:

M, w  ϕ ≤ ψ ⇔ ∀j(ϕ ∈ w/j ⇒ ∃i(  j ≤w i and ψ ∈ w/i)) 

j ≤w i ⇔ (  j ≤ i) ∈ w, by def. ≤w

ψ ∈ w/i ⇔ (  j ≤ ψ) ∈ w, by fact 3

M, w  ϕ ≤ ψ ⇔ ∀j (ϕ ∈ w/j ⇒ ∃i ((  j ≤ i) ∈ w and (  j ≤ ψ) ∈ w)) 

M, w  ϕ ≤ ψ ⇔ ∀j (ϕ ∈ w/j ⇒ (  j ≤ ψ) ∈ w), by fact 4

M, w  ϕ ≤ ψ ⇔ ∀j ((  j ≤ ϕ) ∈ w ⇒ (  j ≤ ψ) ∈ w), by fact 3

M, w  ϕ ≤ ψ ⇔ (ϕ ≤ ψ) ∈ w, by the reflexivity and transitivity of ≤w� 

4.  Conclusion

In this paper, we have presented systems of perspectival attitudes where 
phenomena of paraconsistency and paracompleteness can be handled and 
shown that they are adequate with respect to a semantical framework in 
which the epistemic space is subdivided in different cells. We have also 
indicated how these systems can be used for interpreting some interesting 
epistemological theses. A more general study should take into account at 
least three kinds of developments. The first is an analysis of the dynamics 
of the systems, along the lines proposed in [6] for the two cells space. The 
second one concerns the role of the sources in generating epistemic states 
and the connection with justification logic. The final one concerns the role 
of subject matters in ordering the set of the epistemic cells and the connec-
tion with inquisitive logic. These developments are left for future work.

References

  [1]	 Bleiholder, J. and Naumann, F. (2009). Data fusion. ACM Computing Sur-
veys, 41: 1–41.

  [2]	 Castañeda, H. (1980), The Theory of Questions, Epistemic Powers, and the 
Indexical Theory of Knowledge, Midwest Studies in Philosophy 5: 193–237.

  [3]	 DeRose, K. (2002). Assertion, Knowledge and Context. Philosophical Review 
111: 167–203.

  [4]	 Fagin R., Halpern, J., Moses, Y., Vardi, M. (1995). Reasoning about Knowl-
edge. MIT Press.

  [5]	 Ghosh, S. and de Jongh, D. (2013) Comparing strengths of beliefs explicitly. 
Logic Journal of IGPL 21: 488–514.

  [6]	 Ghosh, S. and Velazquez-Quesada, F.R. (2011). A qualitative approach to 
uncertainty. In Banerjee, M. and Seth, A. (Eds.). Logic and Its Applications. 
Springer: 90–104.



	 Perspectival Logic of Acceptance and Rejection� 283

  [7]	 Gomolinska, A. (1998). On the logic of acceptance and rejection. Studia 
Logica 60: 233–251.

  [8]	 Restall, G. (2013). Assertion, denial and non-classical theories. In Tanaka, K., 
Berto, F., Mares, E., Paoli, F. (Eds). Paraconsistency: Logic and applications. 
Springer: 81–99.

  [9]	 Ripley, D. (2011). Negation, Denial, and Rejection. Philosophy Compass 6: 
622–629.

[10]	 Schaffer, J. (2004). From Contextualism to Contrastivism. Philosophical 
Studies 119: 73–103.

[11]	 Schaffer, J. (2008). Knowledge in the Image of Assertion. Philosophical 
Issues 18: 1–19.

[12]	 Stalnaker, R. (1999). Assertion, in Context and Content: 78–95. Oxford Uni-
versity Press.

Alessandro Giordani
Catholic University of Milan




