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Can the Cumulative Hierarchy 
Be Categorically Characterized?

Luca Incurvati

Abstract
Mathematical realists have long invoked the categoricity of axiomatizations of 
arithmetic and analysis to explain how we manage to fix the intended meaning of 
their respective vocabulary. Can this strategy be extended to set theory? Although 
traditional wisdom recommends a negative answer to this question, Vann McGee 
(1997) has offered a proof that purports to show otherwise. I argue that one of  
the two key assumptions on which the proof rests deprives McGee’s result of the 
significance he and the realist want to attribute to it. I consider two strategies 
to deal with the problem — one of which is outlined by McGee himself (2000) — 
and argue that both of them fail. I end with some remarks on the prospects for 
mathematical realism in the light of my discussion.
Keywords:  Categoricity, Set theory, McGee, Mathematical realism.

Mathematical realists take every mathematical statement to have a determi-
nate truth-value, and consider that truth-value to be determined by the 
meaning of their words and the way the world is. And the world, they 
contend, is such as to make true all or most of the accepted mathematical 
axioms. To aid their favoured understanding of disciplines such as arithmetic 
and real analysis, realists have long invoked the categoricity of axiomatiza-
tions of these mathematical systems. Categoricity results, they claim, can 
be used to explain how we manage to fix the meaning of the vocabulary 
of the mathematical theories in question with enough precision that every 
sentence in their language has a determinate truth-value.

Of all mathematical disciplines, set theory is of special interest for the 
realist. For not only is set theory now a branch of mathematics in its own 
right; the fact that mathematics can be embedded in current standard set 
theory could be used by the realist to argue that a realist understanding of 
that discipline vindicates realism across the mathematical board.1 However, 

1 O f course, the claim that mathematics can be embedded in standard set theory is not 
uncontroversial. Category theory, for instance, is sometimes taken to provide an example of 
a mathematical theory which cannot be reconstructed within set theory, although the jury is 
still out on the issue. For the purposes of this paper, I shall set these complications aside and 
grant that mathematics can be embedded in set theory.
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traditional wisdom has it that the structure of pure sets cannot be categorically 
characterized, so that the realist appears to be left without an explanation 
of how we manage to affix a determinate truth-value to every mathematical 
sentence. Against this, Vann McGee (1997) has offered a proof that purports 
to show that the realist can have exactly what she wants: a true axiomatiza-
tion of set theory which is categorical with respect to the pure sets. As a 
result, a new consensus seems to have arisen: the structure of the pure sets 
can be categorically characterized, and the realist’s strategy in the case of 
arithmetic and analysis can be extended to the whole of mathematics.2

Unfortunately, the new consensus is wrong, and McGee’s proof does 
not show what it purports to, or so I shall argue. I begin by explaining how 
the realist intends to use categoricity results to account for the fact that 
we succeed in fixing the intended interpretation of certain pieces of math-
ematical vocabulary. Then, I turn to McGee’s proof, highlighting the two 
key assumptions on which it rests. Although discussion of the proof has 
focused on the first assumption, the real culprit is the second one. This 
assumption, I shall contend, deprives the result of the significance the realist 
wants to attribute to it.

1.  Realism and Model Theory

The realist holds that all mathematical statements have a determinate 
truth-value determined by the meaning of her words together with the math-
ematical facts, and that these facts make true all or most of the accepted 
mathematical axioms. Hence — granting that the meaning of a mathematical 
expression is wholly dependent upon the thoughts and practices of speakers 
— the realist needs to explain how our use of mathematical vocabulary 
manages to fix the meaning of mathematical terms in such a way that deter-
minacy of truth-value can obtain. She needs to explain, in other words, 
what it is that ‘we think, do, or say that fixes the intended meaning of 
mathematical terms’ (McGee 1997, 36) to such a degree. The proposed 
explanation is that mathematical terms have their meaning fixed by their role 
in mathematical theories: if they do, the realist claims, every mathematical 
statement must have a determinate truth-value.

To give substance to this explanation, the realist turns to model theory. 
She wants to use model theory to show that the relevant mathematical theo-
ries have a property which ensures that every sentence in their language has 
a determinate truth-value. The property in question is categoricity, where a 
theory is categorical iff all of its models are isomorphic. For it is easy to 

2 T he new consensus includes the likes of Horsten (2007), Rayo and Uzquiano (1999, 
315), Uzquiano (2002, 181) and Williamson (2003, 289–290, fn. 43).
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see that a categorical theory is also semantically complete: all of its models 
make the same sentences in the language of the theory true. And semantic 
completeness, in turn, ensures determinacy of truth-value. For say that a 
sentence in the language of a theory is determinately true just in case it is 
true in all the models of the theory (and determinately false iff its negation 
is determinately true): assuming a bivalent semantics, a semantically 
complete theory is also one in which every sentence is either determinately 
true or determinately false. By equating determinate truth with truth in all 
models (and defining determinate falsity in terms of determinate truth), the 
realist can argue from categoricity to determinacy of truth-value.

Thus, the categoricity of a certain theory serves to explain how we manage 
to fix the meanings of our mathematical vocabulary in such a way that every 
statement of a certain area of mathematical discourse has a determinate 
truth-value: we learn the theory, and the theory singles out a particular 
class of models having the same structure — an isomorphism class. As a 
result, every sentence in the language of the theory must have a determi-
nate truth-value.

It should be stressed, however, that the categoricity of a theory does not 
ensure that its axioms are true. For one thing, a categorical theory might 
have no model at all: determinacy of truth-value is compatible, for instance, 
with all universal sentences of the theory being vacuously true and all its 
existential sentences being false. For another, there are categorical theories 
which are usually taken to have models and to be false: consider, e.g., the 
theory consisting of the sentence stating that there are exactly seven things. 
Thus, categoricity cannot, by itself, vindicate the realist’s conviction that 
every sentence of the theory has a determinate truth-value in such a way 
that the axioms of the theory turn out to be true. That said, categoricity 
might provide support for the realist’s claim that every statement of a 
certain area of mathematical discourse has a determinate truth-value compat-
ible with the truth of most of the accepted mathematical axioms. For, in the 
presence of categoricity, her reasons for regarding the axioms of a certain 
theory as true will also be reasons for thinking that every statement of that 
theory is either determinately true or determinately false.3

In what follows, we shall focus on the categoricity of a theory as a tool 
in the realist’s hands to explain how her thoughts and practices manage to 
fix the intended interpretation of that theory.

3  Walmsley (2002) argues that the realist’s reasons for regarding the axioms of the theory 
as true, which would establish the existence of a model of the theory, would also suffice to 
establish the existence of its intended model. Thus, he concludes, categoricity is of no use 
in establishing that every statement in the language of a theory has a determinate truth-value 
compatible with the truth of most of the accepted mathematical axioms. For a rejoinder, see 
Paseau 2005.
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2.  McGee’s Proof

Realists regard arithmetic as dealing, up to isomorphism, with a particular 
mathematical system — the natural number system — which determines 
the truth-value of every arithmetical statement. At first sight, however, 
the prospects for using model theory to explain how we manage to fix the 
intended meaning of arithmetical vocabulary look bleak. For, as is well 
known, first-order Peano Arithmetic (PA) — the standard axiomatization 
of number theory — is non-categorical. The realist, however, attributes this 
failure of categoricity to the fact that we have restricted attention to a 
first-order axiomatization of arithmetic, which, she claims, is ill-suited to 
account for our practices. Instead, she suggests considering PA2, the second-
order theory of arithmetic in which induction is formulated as a second-order 
axiom rather than as a schema. And, as expected, all models of this theory 
are isomorphic.

Having offered an explanation of how arithmetical sentences get their 
truth-values, the realist would like to do the same for every mathematical 
sentence. To this end, she turns to set theory, and here matters are more 
complicated. What the realist wants is a theory which categorically charac-
terizes the universe of sets, which is strong enough that pure mathematics 
can be interpreted within it, and whose axioms she has reasons to regard as 
true. To this end, she typically focuses on set theories which are somehow 
based on the iterative conception of set.

According to this conception, sets are obtained by iterating the set of 
operation starting with the individuals, usually taken to be objects that are 
not sets and sometimes called Urelemente.4 The result is a picture of the 
set-theoretic universe as a cumulative hierarchy divided into levels. This 
picture, the realist thinks, provides us with reasons to believe the axioms of 
ZFCU — i.e. first-order Zermelo-Fraenkel set theory (including the Axiom 
of Choice) with Urelemente5 — a theory strong enough to interpret pure 
mathematics. But what about categoricity? Being a first-order theory with 
an infinite domain, ZFCU has nonisomorphic models. Reminiscent of 
the case of arithmetic, the realist decides to focus on ZFCU2, the second- 
order theory obtained by replacing ZFCU’s Replacement Schema with the 
corresponding second-order axiom. The appeal to second-order logic does 

4 I n the philosophical literature, the iterative conception is often understood as involving 
the idea that sets are metaphysically dependent upon their members (see, e.g., Parsons 1977, 
Potter 2004 and Linnebo 2008). Incurvati (2012) defends an account of the iterative concep-
tion which dispenses with metaphysical dependence and takes sets simply to be the objects 
obtained by iterating the set of operation.

5 O f course, it is not uncontroversial whether all of the ZFCU axioms are justified on 
the iterative conception. I am setting such issues aside in this paper. For discussion, see, e.g., 
Boolos 1971; 1989 and Paseau 2007.
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go some way towards establishing what the realist needs. For let the 
characteristic of a model of set theory (representing its height) be the 
supremum of the ordinals represented in it. Then we have the following 
partial (quasi-) categoricity result:

Theorem 1 (Zermelo 1930) Any two models of ZFCU2 with the same 
number of individuals and the same characteristic are isomorphic.6

In particular, any two models of ZFC2 (the pure version of ZFCU2) with the 
same characteristic are isomorphic. Can Zermelo’s result be improved upon 
and the apparent contrast between arithmetic and set theory eliminated?

It turns out that if we stick with ZFCU2 and assume that it is consistent 
with the existence of inaccessible cardinals, the result is best possible: 
by varying either (a) the universe of discourse of the models or (b) their 
individuals, we can construct models of ZFCU2 which contain non-isomorphic 
copies of the pure sets. In case (a), we take a model of ZFCU2 with inac-
cessibles and construct a new model by taking the range of the quantifiers 
to include only those sets whose cardinality in the original model is less 
than that of an inaccessible. (Note that this construction does not rely on 
the use of individuals, and so can be applied to models of ZFC2.) In case (b), 
we construct the new model by letting the sets whose cardinality is equal 
or more than that of an inaccessible be individuals in the new model.  
Either way, this means, from the realist viewpoint, that the sentence stating 
that there exists an inaccessible cardinal will be true in some models of set 
theory and false in others, and hence will not have a determinate truth-
value. The problem cannot be overcome simply by adjoining this sentence, 
since the same problem will arise for the resulting theory concerning the 
sentence stating, say, that there are measurable cardinals, at least if this 
theory is consistent with it. If the realist wants to provide a categorical char-
acterization of the structure of the pure sets, she needs a different strategy.

McGee’s idea is to rule out construction (a) by requiring ZFCU2’s quan-
tifiers to range over everything and construction (b) by laying down an 
axiom stating (on the intended interpretation) that there is a set of all indi-
viduals (non-sets):

Urelemente. ∃x(Set(x) ∧ ∀y(¬Set(y) → y ∈ x)).

He then goes on to show that the resulting theory is categorical as far as the 
pure sets are concerned. In other words, we have the following:7

6 E rnst Zermelo’s original result concerns a theory without the Axiom of Infinity and 
having models of characteristic ω.

7 I n the same paper, McGee also attempts to show that the result continues to hold if we 
replace the second-order Axiom of Replacement with the corresponding open-ended schema. 
(More on open-endedness below.) For doubts about the significance of this strategy, see 
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Theorem 2 (McGee 1997) Any two models of ZFCU2 + Urelemente in 
which the quantifiers range over everything have isomorphic pure sets.8

In broad outline, the proof proceeds as follows. One first shows that ZFCU2 
+  Urelemente implies the Completeness Principle, which states, on the 
intended interpretation, that the pure sets cannot be embedded into the 
“pure sets” of any other model of ZFCU2. Then, one proves that this prin-
ciple is equivalent, over the axioms of ZFCU2, to the Maximality Principle, 
which asserts, again on the intended interpretation, that any model of 
ZFCU2 is such that its pure sets are isomorphic to the pure sets. Finally, 
one shows that any two models of ZFCU2 + the Maximality Principle (and 
hence any two models of ZFCU2 + Urelemente) with the same universe of 
discourse have isomorphic pure sets. In particular, McGee observes, any 
two such models whose variables range over everything have isomorphic 
pure sets. QED. Notice that whilst the assumption that the non-sets form a 
set is used at the outset to derive the Completeness Principle, the assump-
tion that the quantifiers range over everything is not needed until this very 
last step.

Now McGee’s result, as a piece of mathematics, is beyond dispute. What 
is disputable is whether, notwithstanding its additional assumptions, the 
result retains the significance the realist wants to attribute to categoricity 
results. After all, we already have examples of set theories extending ZFC2 
(ZFCU2 without Urelemente) which are categorical, such as the theory 
obtained by adding to it the negation of the sentence stating that there 
exists an inaccessible cardinal. The categoricity of these theories depends 
on assumptions which the realist, by her own admission, is not entitled to 
make and which jeopardize the significance of the result. Is the situation 
different in the case of McGee’s proof?

Pedersen and Rossberg 2010. Here we shall set the issue aside and grant that the realist 
understands second-order quantification.

8 A  note on terminology. In standard model theory, an interpretation for a language L is 
an ordered pair  = D, I  , where D is the domain of interpretation and I is an interpreta-
tion function mapping the non-logical symbols of L to appropriate relations, functions and 
constants in D. A model of a theory is then an interpretation which makes every sentence 
of the theory true. However, since McGee’s result concerns a theory whose quantifiers range 
over everything, the models his result is about are ones whose domains contain all sets. 
Since realists typically accept that there is no set of all sets, these models cannot be sets. 
To circumvent the problem, realists have explored the possibility of developing model the-
ory with the help of higher-order logic by, roughly, taking models to be not sets but rather 
to be given by the objects which a monadic second-order variable is true of (see, e.g., Rayo 
and Williamson 2003). Without committing ourselves to the viability of this proposal, we shall 
follow McGee (1997, 49–50) and assume it in the remainder of the paper, unless context 
indicates otherwise. Thus, although we shall often talk of models as if they were set-theoretic 
objects, it should be kept in mind that, officially, they will be variable assignments.
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3.  ‘Every Set’ and ‘Every Thing’

As anticipated, discussion of the proof has tended to focus on the assump-
tion that the non-sets form a set. Philosophers have tried to put pressure on 
this assumption by putting forward arguments to the effect that the non-sets 
are bound to be too many. For instance, Ted Sider (2009, 256) asks us to 
suppose that we admit properties in our ontology and that, for each set x, 
there is a distinct property of having the members that x has. Assuming that 
properties are not sets, a simple cardinality argument then seems to show 
that there cannot be a set of all non-sets. There are, however, a number of 
things that the realist could say in response to this sort of worry. She could 
question the assumption that properties are the kind of things that fall within 
the range of the first-order quantifier. Or she could challenge the assumption 
that there is a distinct property for each set x. For instance, she might claim 
that the argument simply shows that properties should be constructed as 
natural properties (as in Lewis 1983), and argue that it is not the case that 
for each set x there is a natural property of having the members that x has.

We will not pursue these issues here, however. For the major problem 
with McGee’s result lies in the assumption that the quantifiers range over 
everything, an assumption which is often mentioned just in passing. Indeed, 
it is not mentioned at all in the Stanford Encyclopedia of Philosophy entry 
on the philosophy of mathematics (Horsten 2007), where it is suggested that 
‘McGee has shown that if we consider set theory with Urelements, then the 
theory is fully categorical with respect to pure sets if we assume that there 
are only set-many Urelements’. Yet, the assumption that the quantifiers 
range over everything is crucial to McGee’s proof. For, as we have seen, 
it is only when the quantifiers of ZFCU2 + Urelemente are taken as ranging 
over everything that we can conclude that any two of its models have 
isomorphic pure sets.

To see what the problem with the assumption is, we first need to clarify 
what it amounts to. When people argue over whether it is possible to quan-
tify over everything, what they are sometimes arguing about is whether there 
are universal models of set theory — models in which the entire universe 
participates.

However, assuming that such models exist is not enough for McGee’s 
purposes. For it is true that some philosophers have denied the possibility 
of quantifying over an all-inclusive domain which includes all sets, typically 
on the grounds that the concept of set is indefinitely extensible (see, e.g., 
Lear 1977 and Parsons 1974). And it is also true that the resulting view of 
set theory fits quite well with the one sketched by Zermelo at the end of the 
very same paper where he proves his quasi-categoricity result (Theorem 1 
above). His idea seems to be that set theory does not deal with an intended 
domain of all sets, but is rather about an open-ended and well-ordered 
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sequence of models, each of which is strictly larger than the preceding one. 
Inspired by this, one could take the set-theoretic quantifiers as never ranging 
over all sets, but only over the sets in one of the models in the ‘unbounded 
double-series of essentially different set-theoretic models, in each of which 
the whole classical theory is expressed’ (1930, § 5). This might be because 
one thinks that there is no domain of absolutely all sets or, more modestly, 
because one takes the set-theoretic quantifiers to be always restricted, as a 
matter of fact, to range over the sets in one of the models in the sequence 
proposed by Zermelo. Either way, the resulting model theory would refrain 
from countenancing models whose domain contains all sets and, a fortiori, 
universal models.

But one can deny that a theory such as ZFCU2 characterizes the structure 
of pure sets whilst granting that it has universal models and hence models 
whose domain contains all sets. In denying that a theory such as ZFCU2 
characterizes the structure of pure sets, one might simply be denying that 
this theory determines whether ‘every set’ includes, say, inaccessible cardi-
nals or not. Against this, McGee is assuming that the theory’s quantifiers 
do range over everything, so that the theory only has universal models.

Making this assumption does deliver the result that all models of the 
theory have isomorphic pure sets. However, it also means that the result 
will show that the sentence stating that there is an inaccessible cardinal has 
a determinate truth-value only if it is presupposed that our thoughts and 
practices determine whether ‘everything’ includes inaccessible cardinals or 
not. But the usual reason (see, e.g., Field 1994, 394 and Isaacson 2009, §6) 
for denying that second-order set theory is capable of fixing the meaning of 
‘every set’ to the extent that the statement that there exists an inaccessible 
cardinal has a determinate truth-value is precisely that this theory cannot 
fix the meaning of ‘every thing’ to such an extent. Thus, rather than providing 
an answer to the question of what it is that we think, do, or say that enables 
us to single out the intended model, McGee’s result seems to just assume 
there to be one.

The problem can be put as follows. The point of denying that ZFCU2 + 
Urelemente characterizes the structure of the pure sets was to highlight that 
it is compatible with the theory that (i) the smaller model has left out things 
that we intended to quantify over but also that (ii) the larger one has 
included things that we did not intend to quantify over. Taking the quanti-
fiers of ZFCU2 + Urelemente to range over everything is tantamount to 
assuming that the theory only has universal models and hence that (i) is the 
case. But this does not explain what in our practices ensures that we did 
intend to quantify over the things left out by the smaller model. And this is 
precisely what McGee’s result was meant to be doing.

One might reply that we do have reasons for restricting attention to 
universal models. For
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[m]odels in which we clip off the construction of the universe at the first inac-
cessible […] are unintended models […] because the intended models of set 
theory are ones in which the universe of pure sets is as large as possible. 
It isn’t possible to go on from an intended model of set theory to any other 
model with a still larger universe of pure sets. (McGee 1997, 53–54)

But this reply would just compound the original mistake. For the issue is 
not what the intended model9 of set theory is — it can be granted, for 
present purposes, that it is the one in which the universe of sets is as large 
as possible. The issue, rather, is whether our mastery of second-order set 
theory enables us to single it out. And this issue is not settled in the positive 
simply by stipulating that the theory’s quantifiers range over everything — by 
stipulating, that is, that the theory only has universal models. A categoricity 
result is of some significance for the realist as long as it enables her to say 
in virtue of what the intended model is intended and the unintended models 
are unintended: in so doing, the result puts her in a position to say what it 
is that we think, do, or say that enables us to single out the intended model. 
McGee’s result, on the other hand, does not put her in such a position, since 
it simply assumes that models that are not universal are unintended.

To make the point more vivid, consider the following analogy. Almost 
everyone agrees that the intended model of arithmetic is characterized by a 
minimality condition — it is the smallest model of PA, included in any other 
model as an initial segment. Thus, PA fails to be categorical because it does 
not determine whether the series of natural numbers includes elements after 
all the standard natural numbers. This raises the question: in virtue of what 
can we say that a model including such elements has included things which 
we did not intend to quantify over when quantifying over ‘all numbers’ 
rather than the model not including such elements has left out things which 
we did intend to quantify over? It would be highly unsatisfactory to answer 
the question by considering a theory of arithmetic whose quantifiers have 
minimal range in the sense that if two models have different universes of 
discourse, then the one with the larger universe is one in which the variables 
do not have minimal range. For this amounts to stipulating that the models 
that are not minimal are unintended.

This is why the use of second-order logic in the case of PA2 is important: 
it enables us to formulate a second-order version of the Induction Axiom 
which puts us in a position to say in virtue of what the minimal model, 
among all the models of PA, is the intended one — it is the model for which 
induction applies with respect to all subsets of the domain, and not only 
those definable by conditions expressible in the language of arithmetic. And 

9 M cGee talks of ‘intended models’ because the best we can hope for is to single out 
models up to isomorphism. I have chosen to follow what is perhaps standard usage and to 
talk of ‘intended model’, meaning intended model up to isomorphism.
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this is what makes the categoricity result for PA2 of some significance: it 
shows that if the realist understands second-order quantification and accepts 
basic truths about the numbers, she can single out the intended model of 
arithmetic.

Of course, the significance of the answer provided by a categoricity 
result may (and usually will) be challenged. In the case of arithmetic, for 
instance, it will typically be asked in virtue of what the second-order quan-
tifiers are to be interpreted as ranging over all subsets of the first-order 
domain, and not over a collection of not necessarily all of its subsets 
(in which case the categoricity proof does not go through).10 The point, 
however, is that the categoricity result for PA2 at least shows that if besides 
first-order quantification — i.e. quantification over all objects in the domain 
— we also understand second-order quantification — taken to be quantifi-
cation over all subsets of the domain — then there is something we do, say, 
or think that enables us to single out the intended model of arithmetic. By 
contrast, even granting that the realist understands first- and second-order 
quantification is not enough for McGee’s proof to go through. Because of 
this, McGee’s result does not even offer the resources to provide an answer 
that can itself be challenged. Or at least, it does not offer such resources 
unless we have independent reasons to assume that our practices determine 
whether ‘everything’ includes everything in the universe. Unsurprisingly, 
this is what McGee sets out to show in a later paper.

4.  The Meaning of ‘Everything’: Open-Endedness

McGee (2000) argues that there is something in our practices which enables 
us to fix the meaning of ‘everything’ to the extent that it determinately 
includes the entire universe. If successful, the argument would provide the 
required independent reason for restricting attention to universal models 
from the outset, thereby showing that McGee’s result has indeed the signif-
icance he wants to attribute to it.

The argument goes as follows (see McGee 2000, 68–69). Suppose that our 
first-order quantifiers do not range over everything that there is in reality, 
so that there exists some object a lying outside their range. And suppose, 

10  Similar challenges will arise, mutatis mutandis, if one gives a different interpretation 
of the second-order quantifiers, for instance as ranging over pluralities. This is important 
because the interpretation of the second-order quantifiers as ranging over subsets of the 
first-order domain will not be available if, as in the case of McGee’s proof, among the first-
order domains there are some which contain everything. For otherwise we could use Russell-
style reasoning to define a set — the subset of all things in the universe which do not belong 
to themselves — which cannot, on pain of contradiction, belong to the universe, thereby 
invalidating the assumption that the first-order domain did include everything there is. See 
McGee 1997, 46–47 for details.
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further, that we can name anything we like by an individual constant. Then, 
we can extend the language with a new individual constant c and let c 
denote a. But if we take a predicate F which picks out all and only the 
things in the range of our first-order quantifiers,11 ∀xFx will be true and Fc 
will be false. And this violates the open-ended rule of ∀-Elimination, according 
to which one can infer φ(τ ) from {∀xφ(x)} not only in the language of the 
theory, but in any extension of the language. Thus, the argument concludes, 
since our acceptance of the inference rules for our logical vocabulary is 
indeed open-ended, our quantifiers range over everything.

To see what is wrong with the argument, we need to recall what is at 
issue here: the realist is presented with two models — a universal model U 
and less comprehensive model B — and has to say what in our practices 
rules out B as unintended. McGee’s proposed answer is that somebody 
whose quantifiers only range over everything in B will not use the rule of 
∀-Elimination in an open-ended fashion. This conclusion, however, follows 
only if the person quantifying over everything in B can name an object a 
which is not in the domain of B with a constant c. For if the person quan-
tifying over everything in B can only name objects in the domain of B, her 
use of the inference rules will indeed conform to the open-ended rule of 
∀-Elimination.

What this shows is that what the inference rules do, at best, is fix the 
meaning of the quantifiers to the extent that they range over everything that 
we can name. But they do not ensure that the quantifiers range over abso-
lutely everything unless we assume that we can name everything in the 
universe. But the problem is that the assumption that we can name everything 
in the universe begs the question. The question, to repeat, is how we succeed 
in singling out the all-inclusive domain as our domain of quantification and 
in ruling out the less comprehensive ones. McGee’s argument simply 
assumes that the all-inclusive domain is already our domain of discourse, 
since we can pick out any object belonging to it with an individual constant.12 
In other words, the most McGee has established is that if we can name 
something, we can quantify over it: the desired conclusion follows only if 
we assume that we can name everything in the universe. And to assume this 
is to assume much of what had to be shown.

McGee recognizes that the inference rules, by themselves, are unable to 
ensure that the quantifiers range over everything, and that they are only 

11 O ne such predicate is ∃y y = x. For this reason, McGee (2006, 187) presents a version 
of the argument in which the counterexample to the rule of ∀-Elimination is the inference 
from {∀x∃y y = x} to ∃y y = c. I have kept the presentation of the argument closer to the 
original one here.

12 N ote that the complaint is not that it is question-begging to assume that there is an 
all-inclusive domain. The complaint is that it is question-begging to assume that that domain 
is already our domain of discourse.
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capable of doing so in conjunction with the assumption that we can name 
everything in the universe. In the same passage, he also seems to attempt 
to offer an argument for the latter assumption:

The rules of inference do not determine the range of quantification. What they 
ensure is that the domain of quantification in a given context includes every-
thing that can be named within that context. This includes even contexts in 
which there are no restrictions on what can be named. In such contexts, the 
quantifiers range over everything. (McGee 2000, 69)

Thus, McGee argues, we can name everything in the universe because we 
can do so in contexts where there are no restrictions on what can be named. 
Clearly, ‘restriction’ here must mean restriction of any sort. For it is perfectly 
compatible with the claim that there are, say, no syntactic restrictions on 
what can be named that there are restrictions of some other kind on what 
can be named. Thus, the claim has to be that we can name everything 
because we can do so in contexts where there are no restrictions of any sort 
on what can be named. This is clearly the case, but the problem, again, is 
that to assume that there are indeed such contexts is to assume much of 
what is at stake.

To sum up, McGee’s argument shows that the quantifiers range over 
everything — and not simply over everything in the given domain of 
discourse — only on the assumption that we can name everything in the 
universe. But this assumption begs the question, and so does McGee’s 
attempt to argue for it.

5.  The Meaning of ‘Everything’: Logicality

It might be insisted that even if McGee’s argument fails, it is nonetheless 
legitimate for the realist to restrict attention to universal interpretations. The 
reason, it might be argued, is that the logical character of the quantifiers 
ensures that they range over the entire universe — a view famously defended 
by Timothy Williamson (2000). Indeed, Stewart Shapiro (2003, 483) explic-
itly says that ‘McGee’s philosophical interpretation of his result [i.e. his 
claim that his result establishes the determinacy of mathematical language] 
depends on the presence of a quantifier which, as a matter of logic, ranges 
over everything (in all interpretations)’.

Let us spell out the idea in more detail. It is a familiar fact that the 
standard recursive definition of truth in an interpretation assigns the connec-
tives their intended meaning (and the same is true when interpretations are 
taken to be variable assignments). So, for instance, φ ∧ ψ is declared to be 
true in an interpretation  iff φ is true in  and ψ is true in , and ¬φ is 
declared to be true in  iff φ is not true in . As a result, ¬(φ ∧ ¬φ) is logi-
cally true. This way of proceeding is usually justified by saying that logical 
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truth is truth in all interpretations in which the logical vocabulary — which 
includes the connectives — receives its intended meaning.

What about the quantifiers? The standard recursive definition of truth 
tells us that ∀x is true in  under a certain assignment α of values to vari-
ables iff φ is true for every assignment β which differs from α at most in 
the value it assigns to x. Thus, it is usually claimed, the quantifiers retain 
their intended meaning across interpretations, as they should. According to 
the view under consideration, however, for the quantifiers to retain their 
intended meaning, it is not enough that the truth-conditions of sentences 
containing them be formulated in terms of every assignment; it must also 
be the case that their range encompasses the entire universe. Thus, when 
characterizing logical truth, we must restrict attention to interpretations in 
which the quantifiers range over everything. As a result, ‘∃!kx x = x’ (‘There 
exist exactly k things’), where k is the cardinality of the universe, is a 
logical truth. If such a view is correct, a defender of the significance of 
McGee’s result might therefore suggest, the realist is justified in restricting 
attention to universal interpretations.

The idea that certain unintended interpretations can be ruled out by 
widening the scope of what is settled as a matter of logic is not new. Alfred 
Tarski (1958) already suggested ruling out the countable models of ZFC by 
treating ‘∈’ as part of the logical vocabulary, thereby restricting attention to 
interpretations in which ‘∈’ has its intended meaning. Indeed, as Paul 
Benacerraf (1985, 107) noticed, for Tarski’s proposal to work it is not 
enough to treat ‘∈’ as part of the logical vocabulary; it must also be the case 
that the quantifier domain contains enough sets so that the Downward 
Löwenheim-Skolem Theorem does not go through, which is, effectively, to 
take the quantifier as ranging over the entire universe in all interpretations. 
And, Benacerraf claimed, this would make ‘∈’ sufficiently different from 
other pieces of logical vocabulary to make it doubtful that it should count 
as one at all.

Benacerraf’s reply is unsatisfactory because the issue is precisely whether 
the realist can legitimately restrict attention to interpretations in which the 
quantifiers range over everything. To simply point out that standard pieces 
of logical vocabulary do not make demands on the quantifier’s range seems 
just to refuse to engage with the proposal the realist is advancing.

So let us grant, for the sake of argument, that which individuals the 
truth-value of a quantified sentence depends upon is a logical matter, as 
Williamson and others contend. It follows that, for the purpose of delimiting 
the class of logical truths, one should restrict attention to universal inter-
pretations, at least if one wishes to hold on to the standard account of 
logical truth. It does not follow, though, that it is legitimate to restrict atten-
tion to such interpretations when trying to provide a categoricity result 
which is to serve the realist’s purposes. For what we are using model theory 
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for in the latter case is not to delimit the class of logical truths but rather to 
offer an explanation of how we manage to fix the meaning of mathematical 
vocabulary to such an extent that every mathematical statement has a deter-
minate truth-value. In so doing, we standardly restrict attention to interpre-
tations in which the logical vocabulary receives its intended meaning.

But this is because it is usually granted, for the sake of argument, that 
the meaning of what is typically taken to be logical vocabulary is determi-
nate.13 However, if we are willing to count more as logical, then we can no 
longer assume that a piece of vocabulary keeps its intended meaning across 
interpretations just in virtue of being logical: a logicist about arithmetic 
who is also a realist is not exempted from the task of showing how our 
practices enable us to single out the intended model of arithmetic. Thus, 
even if it is conceded that ‘∈’ is a logical constant and that it stands for 
membership only if the domain contains enough sets, the realist still has to 
explain how our thoughts and practices ensure that ‘∈’ does stand for 
membership in this sense and not for some other relation. Similarly, even 
if it is granted that the quantifiers receive their intended meaning only if 
their range consists of everything, the realist still needs to say what it is that 
we think, do, or say which makes sure that they do receive their intended 
meaning. Hence, taking the range of the quantifiers to be determined by 
logic does not solve the problem the realist set out to solve, but simply 
relocates it.

6.  Concluding Remarks: The Prospects for Mathematical Realism

Despite being a second-order theory, ZFCU2 has models with non-isomor-
phic pure sets. At least until recently, the received view was that this is due 
to the nature of the mathematical system it attempts to describe: any theory 
based on the cumulative hierarchy will have models with non-isomorphic 
pure sets because, no matter how many axioms concerning its height this 
theory comprises, it will not be able to determine whether the hierarchy 
extends just as far as its axioms force it to or further up.

Against this received view, McGee suggested proving categoricity with 
respect to the pure sets by adding two novel assumptions to ZFCU2, namely 
the axiom Urelemente and the assumption that the quantifiers range over 

13 I ndeed, Carnap (1943) famously pointed out that there are non-standard interpretations 
of the standard connectives compatible with the standard rules for classical propositional 
logic. Thus, even the assumption that what is typically taken to be logical vocabulary has a 
determinate meaning is not as trivial as it might seem. McGee (2000) is, of course, well 
aware of the issue, and suggests dealing with it by appealing to a result of Harris (1982). 
This makes me suspect that he would agree with our claim that we cannot just assume a 
certain piece of vocabulary to have a determinate meaning just in virtue of its being logical.
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everything. But this latter assumption, I have argued, jeopardizes the signif-
icance of McGee’s result: the realist cannot help herself to the result to 
explain how our thoughts and practices succeed in fixing the meaning of 
mathematical vocabulary with sufficient precision to ensure that every 
mathematical sentence has a determinate truth-value. What is more, a theory 
which categorically characterizes the universe of pure sets in a way that 
does enable her to provide the required explanation does not appear to be 
forthcoming — in fact, it is not if the old received view as to why ZFC2 
fails to be fully categorical is correct.

Could the realist resort to ways other than categoricity to characterize 
structures up to isomorphism? The only available alternative, related to 
categoricity in a manner yet to be fully clarified (see Awodey and Reck 
2002, 91–93), is provided by the category-theoretic notion of a universal 
mapping property, since any two structures satisfying a certain universal 
mapping property are isomorphic. Thus, Lawvere (1969) provided a char-
acterization of the natural number structure as the free successor algebra, 
and Joyal and Moerdijk (1991; 1995) applied this approach to set theory, 
initiating algebraic set theory. Their approach is to consider a suitable cate-
gory C   together with a designated class of arrows which are said to be small 
and satisfy certain natural conditions. In such a category, they identify 
certain algebras which they call ZF-algebras. One of their main results is 
then a characterization of the cumulative hierarchy of pure sets as the free 
ZF-algebra on ∅. Significantly, this characterization is compatible and in fact 
supports the main claims of this paper, since it is relative to the background 
category C and its class of small maps. And indeed the cumulative hierarchy 
in the sense at stake in McGee’s paper is obtained only when C consists of 
all the classes. Thus, in order to use the characterization of the cumulative 
hierarchy provided by Joyal and Moerdijk, the realist must assume that the 
meaning of ‘all classes’ is determinate, just as in order to use McGee’s 
Theorem she had to assume that the meaning of ‘everything’ is.14

Our conclusions, thus, seem to leave the realist with two options. The first 
option would be for the realist to amend her view so as to allow for any 
amount of indeterminacy compatible with the quasi-categoricity of ZFC2. 
Rather than holding that every mathematical sentence has a determinate 
truth-value, the realist might more modestly take to have a determinate 
truth-value only those sentences in the language of pure set theory which 
concern the hierarchy up to the first inaccessible. Call this position modest 
(mathematical) realism.

The idea is that whilst, say, the Continuum Hypothesis has a determinate 
truth-value — being either true in all models of ZFC2 or false in all of them 

14  For more on algebraic set theories, see http://www.phil.cmu.edu/projects/ast/ and ref-
erences contained therein.
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— the sentence stating that there exists an inaccessible cardinal is, if consistent 
with ZFC2, neither determinately true nor determinately false — being true 
in some models of the theory and false in others. And, the thought goes, 
although it is indeed indeterminate whether ‘every set’ includes inaccessible 
cardinals or not, this level of indeterminacy is one that it is possible to live 
with. In particular, the modest realist still considers most, if not all sentences 
of ordinary mathematics to have a determinate truth-value. (In fact, those 
sentences typically deal at most with the first few infinite levels of the 
hierarchy.) And, crucially, Zermelo’s result would be sufficient to explain 
how our thoughts and practices succeed in fixing the meaning of mathemat-
ical vocabulary to the extent that every sentence the modest realist holds to 
have a determinate truth-value does have a determinate truth-value.

The modest realist, then, holds on to the idea that the meanings of math-
ematical terms are fixed by their role in her favourite axiomatic set theory, 
viz. ZFC2, but acknowledges that these meanings fail to affix a determinate 
truth-value to sentences such as ‘There exists an inaccessible cardinal’ 
(assuming, again, that such sentences are consistent with ZFC2). This, it is 
worth stressing, means that in her view there is no fact of the matter as to 
whether there are inaccessibles. For if what fixes the meaning of mathemat-
ical terms is their role in ZFC2, and if some models of this theory contain 
inaccessibles and some don’t, then there is nothing to make interpretations 
on which ‘There exists an inaccessible cardinal’ is false unintended.15 
True, the modest realist could avoid this verdict by slightly modifying her 
view and taking her favourite axiomatic set theory to include ‘There exists 
an inaccessible cardinal’ as an axiom. But, as emphasized throughout the 
paper, the same consequence would arise, mutatis mutandis, with regards 
to any stronger large cardinal axioms which can be consistently added to 
this new axiomatic set theory.

Thus, whilst endorsing modesty excuses the realist from explaining what 
it is that we do, think, or say which determines the truth-value of sentences 
such as ‘There exists an inaccessible cardinal’, it also results in a significant 
retreat from her original position. To appreciate how significant the retreat 
is, consider the search for new large cardinal axioms to settle questions 
— such as whether there exist non-constructible subsets of ω — which 
although semantically decided by ZFC2, are proof-theoretically independent 
of it. This enterprise represents an important part of current set-theoretic 
practice. But what is the modest realist going to make of it? She cannot say 
that what set theorists are doing is trying to find axioms that hold in the 
universe of sets. For, in her view, there is no fact of the matter as to whether 

15  For an analogous point in the context of a discussion of the Axiom of Constructibility, 
see Putnam 1980, 469.
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what these axioms say is the case (assuming their consistency with ZFC2). 
So what is she going to say?

She might, of course, insist that the enterprise is ill-conceived. Besides 
the clash with set-theoretic practice, however, this suggestion is in tension 
with the modest realist’s view that statements such as ‘There exists a non-
constructible subset of ω’ do have a determinate truth-value. For if one holds 
a certain statement to have a determinate truth-value, one might devote some 
effort to trying to discover what this truth-value is. But by taking the debate 
over large cardinal axioms to be ill-conceived, the modest realist has 
prevented herself from resorting to these axioms to do so. True, it is open 
to her to say that one can use novel proof-theoretic principles, rather than 
set-theoretic ones, to find out the truth-value of those statements that are 
semantically, but not proof-theoretically decided by ZFC2. But this would 
involve, again, a substantial departure from current set-theoretic practice 
(see Incurvati 2008, 89).

What the modest realist is likely to do, instead, is try to make sense of 
the search for new axioms by saying that these are simply tools to see what 
goes on at lower levels of the hierarchy. Take, for instance, the statement 
that there exists a measurable cardinal. If consistent with ZFC2, this state-
ment has, according to the modest realist, no determinate truth-value, being 
true in some models and false in others. But the fact that the statement 
implies ‘There exists a nonconstructible subset of ω’ tells us that the latter 
is true in all ZFC2 models with measurable cardinals, and hence in all ZFC2 
models tout court. For ‘There are non-constructible subsets of ω’ is either 
true in all ZFC2 models or false in all of them.

Thus, whilst only sentences concerning the hierarchy up to the first inac-
cessible have a determinate truth-value, the modest realist may claim, it is 
useful to resort to large cardinal axioms to find out what these truth-values 
are. Large cardinal axioms would then have a role which is remarkably 
similar to the one mathematics has in Field’s (1980) nominalist philosophy 
of mathematics. In his view, as clarified in a debate with Shapiro (1983), 
‘mathematics is useful because it is often easier to see that a nominalistic 
claim follows from a nominalistic theory plus mathematics than to see that 
it follows from the nominalistic theory alone’ (Field 1985, 241), where the 
notion of consequence in play here is semantic and second-order. According 
to the modest realist’s suggestion, large cardinal axioms are useful because 
it is often easier to see that a sentence concerning the hierarchy up to the first 
inaccessible (semantically) follows from ZFC2 plus large cardinal axioms 
than to see that it (semantically) follows from ZFC2 alone.

Hence, the realist might indeed succeed in accounting for the search for 
large cardinal axioms. But she would do so by taking them to have a mere 
instrumental role, namely that of enabling us to discover more about what 
is already semantically decided by the ZFC2 axioms. This brings to light 
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the extent to which the realist, by embracing modesty, has backed away 
from her original position: short of dismissing the search for large cardinal 
axioms as ill-conceived, she is now forced to relegate these axioms — whose 
investigation is central to much research in set theory — to the role that 
mathematics has on a nominalist view such as Field’s. The main challenge 
for the realist, if she chooses the first option, seems therefore that of explaining 
in what sense her position still counts as a form of realism about set theory 
at all.

The second option — diametrically opposed to the first one — would be 
for the realist to say that whilst set-theoretic terms do get their intended 
meaning, this meaning is not fixed in its entirety by their role in axiomatic 
set theory. A few remarks expressing sympathy for a position along these 
lines are offered by Benacerraf at the end of his 1985 paper. For instance, 
he writes:

Even if we agree […] that the determinants of mathematical meaning must lie 
somewhere in our use of mathematical language, why think use to be captured 
(or capturable) by axioms (we do argue about new axioms)?’ (Benacerraf 
1985, 111).

Clearly, though, going for the second option does not exempt the realist 
from the task of offering an explanation of how our thoughts and practices 
— now taken to resist axiomatizability — fix the intended meaning of 
mathematical vocabulary. What could this explanation look like?

A well-known suggestion is that we are capable of determinately quan-
tifying over all sets through our grasp of the intuitive model for set theory 
— the cumulative hierarchy — together with the very intention to quantify 
over all sets. But for this suggestion to count as an explanation, an account 
would have to be provided of what our grasp of the cumulative hierarchy 
comes to — an account which makes it clear how this grasp makes deviant 
interpretations of axiomatic set theory unintended.

Hilary Putnam (1980) famously expressed pessimism about the possi-
bility of undertaking such a task without postulating mysterious faculties 
which are not amenable to naturalistic treatment. The appeal to capacities 
like that of grasping intuitive models, he said, is ‘both unhelpful as episte-
mology and unpersuasive as science’ (1980, 471). And Dummett (1991), for 
his part, insists that intuitive models are grasped through language — rather 
than, say, direct intellectual apprehension — and, as a result, ‘have no more 
content, and are no more definite, than the verbal or symbolic descriptions 
by means of which they may be communicated’ (1991, 311). Thus, he 
concludes, it is doubtful whether they can be taken as conveying ‘a concep-
tion of a domain of quantification sufficiently definite to warrant attributing 
to statements involving quantification determinate truth-values’ (1991, 320). 
If the realist wants to pursue the second option by appealing to intuitive 
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models, therefore, she will have to show Putnam’s and Dummett’s pessimism 
to be unwarranted. If, on the other hand, she settles for the second option but 
does not want to resort to intuitive models, she will have to offer a different 
account of the way our thoughts and practices, whilst possibly transcending 
what is explicitly capturable by axioms, determine the intended meaning of 
mathematical terms.

A comprehensive assessment of the merits of the two options the realist 
is faced with — and of the value of using full second-order logic (or its 
schematic variant) to explain how mathematical language can be determi-
nate — will have to await another occasion. One thing seems clear though: 
although we can keep calling McGee’s result a ‘categoricity result’ if we 
want, we should bear in mind that it does not have the significance the 
realist typically wants to attribute to results of this kind.
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