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MODALITY IN MATHEMATICS

WILFRID HODGES

As soon as these questions were squarely faced, a wide
range of new phenomena were discovered, including

quite simple ones that had passed unnoticed.
Noam Chomsky, ‘Knowledge of Language’, p. 7

In this paper | argue that there are some quite basic quedtia we can't
yet answer, about how we write and read mathematics. Theigugshem-
selves are straightforward enough to state, provided tkatam’t allow our-
selves to be distracted by irrelevances. In section §2 beformulate them
in terms of the use of modal notions in mathematical writiogy, | think it
will become clear that these formulations are special catesuch larger
guestions about how we use language to communicate infranmadow far
the answers depend on general facts about language, andhomwgeculiar
features of mathematics, is one of the things we don’t yetwkno

Readers who want background information on English modatsfind a
readable treatment in Palmer [7].

| am in debt to various audiences and correspondents, ingwdcareful
referee who made penetrating observations and saved mesénom embar-
rassing slips. But let me particularly thank the organiseis contributors of
the Amsterdam meeting on ‘Practice-based philosophy ofdagd Mathe-
matics’ in August and September 2009, and especially Gatd@utilh who
designed and led the whole enterprise.

1. The corpus

On the face of it, mathematics has no modal content. Matheiaas are
pleased to know that

(1) Every finite field is commutative.
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6 WILFRID HODGES

or that

1 1 1 T
2 1 3+5 7+..._4.
The fact that these statements aeeessarilytrue might attract the attention
of a philosopher of mathematics, and some mathematiciassndabout
such things in idle moments. But adding ‘Necessarily’ tdveit(1) or (2)
would introduce nothing of any mathematical significance.

Three years ago | made a list of all the modal words in the finsidhned
pages of Birkhoff and Mac Lan& Survey of Modern Algebrg8]. Since
then | have collected similar data from some other mathe@latextbooks.
| reckoned that since these modal words added nothing to #tbemati-
cal content, they must be there for other purposes. My cation was that
it would be interesting to find out what these purposes werd,that the
methodology for answering this question might be intengstoo. A first
paper was submitted for the Proceedings of a conferencethbugditors
seem to have gone into hiding and | no longer expect to see taxeed-
ings published.

Three years and several conversations and conferencestldewne, the
issues of methodology seem to me a lot subtler than | appeelcet first.
Also it became clear that the material | had was too dispafade example
any textbook is a sort of conversation between its authoitandaders, and
modal expressions (particularly deontic ones) often planfaain this kind of
conversation. Thus the author urges the readers to do airrédfom doing
certain things:

(3) ([5]p.9) As an exercise, the readeny prove the following result.
(From a website on mathematical economics:) This exercise

(4) should not be attempted until the above exercises are fully under-
stood.

Or the author invites the reader to accept that the auth@staugsion is ap-
propriate:

(5) ([5] p- 43) The reademight well ask how far we mustgo ...

©6) ([5] p. 4) The seemingly pedantic distinctions made heraeaty
quite necessary.

These conversational modals have nothing to do with the enadkical con-
tent.
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So we now cut down to modal expressions that occur inside itiefis,
axioms, theorems, lemmas, corollaries and exercises. $tféctdo labelled
and numbered instances of these contexts, apart from a fempes that
could have been labelled and numbered but weren't. As atyegiexclude
nearly all the modalities that play a conversational rolevedy few deontic
modalities of this kind still get through, like

) ([1] p. 87, Definition) This notatiomust be examined carefully to
understand the argument.

See also (3) above.

For the rest of this paper we work with what amounts to a snalbus
of texts. It consists of the first and last hundred pages d&Hdiif and Mac
Lane A Survey of Modern Algebrg], the first hundred pages of Baldwin
Categoricity[1] and the first hundred pages of Hocking and YoUogology
[5]. Restricting ourselves to definitions, axioms etc. agvabthe numbers
of modal items found in each of these sources were as follows:

Baldwin 24 items
Birkhoff and Mac Lane, first 100 pages 42 items
Birkhoff and Mac Lane, last 100 pages 42 items
Hocking and Young 32 items.

What expressions to count as modal? | included all the Emglisdal
auxiliaries

) can(not), may, might, must, need(ed), will (when not a serfpt
ture marker), would.

Of these, ‘would’ occurred just once. Our sources had no piesrof ‘have
(got) to’, ‘ought’, ‘shall’ or ‘should’.

I included non-auxiliaries that are usually reckoned toregp modal con-
cepts:

necessar(il)y, out of the question, permissible, pernovssible,
©) require.
| used my judgement to exclude a few other items such as ‘ieipasd
‘sufficient’; | counted ‘can guarantee’ as a single modahite

| decided to exclude ‘reducible’ for two reasons. Firstréhare so many
occurrences of ‘reducible’ in the first hundred pages of Bafk and Mac
Lane that | felt they would swamp the survey. Second, ‘rddatiis de-
finable without using any modal words at all. A polynomiails reducible
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over afieldF' if p is the product of two polynomials ovét which both have

lower degree thap. It became clear that students who were asked to do

exercises about reducibility were expected to know and hisedefinition.
So its occurrence in an exercise was no evidence of modatmont

Similar reasons led me to exclude ‘metrizable’ and somerdthble’ or
‘-ible’ words. But I did include one occurrence of ‘exprdssi, because it is
not a mathematical term with a non-modal definition. It's giyna stylistic
variant for ‘can be expressed'.

Ironically the definition of ‘reducible’ in Birkhoff and Makcane did figure
in the list, because it is not the non-modal one just givereyMirite

([3] p. 71, Definition) A polynomial form is called “reducisl
(10) over afieldF, if it can be factored into polynomials of lower de-
gree ...

We will see below that ‘can be factored’ is a member of one efltigest
families of modal notions in the corpus.

2. Use of language, the problems

The appearance of non-conversational modal wordx@rcisesstrikes me
as particularly paradoxical. The student has to be able denstand the ex-
ercise in order to do it. But the mathematics that the stugaeguired to do
is not modal at all. So the student has to be able to transledyg the modal-
ities into something non-modal. Reflecting on this, we camfdate three
problems, which | call th&ranslationproblem, theeachabilityproblem and
the preferenceproblem.

The translation problem. Given a mathematical sentence contain-
ing a modal word, find a non-modal translation of it (if thes®ne).

In this paper | ignore some background questions that mightilsed. For
example it will become clear that the translation needs tatlibe level of
sentences rather than single words. Maybe for similar resaa@ should be
looking for translations at the level of paragraphs. Alser¢his a question
whether the modal expressions add hints or suggestionsr ridiiin explicit
statement.

It seems fairly straightforward to get at legsima facieanswers to the
translation problem. One approach is to translate the tdért Zermelo-
Fraenkel set theory — bearing in mind that the language ahgk-Fraen-
kel set theory contains no expressions with modal meani@ge audience
that | spoke to were worried about whether mathematics irigrcan be
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MODALITY IN MATHEMATICS 9

formalised in Zermelo-Fraenkel set theory. But that'sl@vant here; the rel-
evant point is that the mathematics in the chosen textbaolH quite easy
and uncontroversial to formalise. At worst there are somestjons about
which of the classes mentioned can be proper classes. Bag theestions
do have workable conventional answers, and | don't see akybietween
the questions and the issue of modality.

The reachability problem. Given a modal texX and its non-modal
translationY’, how would the student with the expected knowledge
of English and mathematics be able to reacfrom X7?

The translations from modal to non-modal should be just#iai terms of
the normal usage of those modal terms in English. Of courseameal-
low that students learn some peculiarities of mathemalicajuage; but if
the best we can say is ‘That's how mathematicians expresssetlees’, we
should recognise that we have given up the attempt to findiauseexpla-
nation.

Once when | spoke on this topic to a group of logicians, pbiibers
of mathematics and historians of mathematics, at least waplp in the
group (both philosophers if | remember right) startled meabguming that
I was criticising Birkhoff and Mac Lane. | didn't probe it dte time, but |
suppose the reasoning was that if Birkhoff and Mac Lane msamiething
non-modal but used modal language to express it, then tlyttsaicceeded
in saying what they meant, or at least they had given thettersaextra work
to discover what they meant. The difficulty with that viewlisit meanings
never pass directly from the author’'s mind to the readerg,maore than the
appearances of objects pass directly out of the objectsraodhe mind of
the viewer. In both cases there is a vast amount of uncorscimmputation
involved in bringing a thing into our minds. The text of Bidffiand Mac
Lane has established itself as one of the classic textbdalgebra. If they
convey their content in ways that surprise us, the chaneethay generally
know what they are doing, and we might even learn somethioig them
about how humans understand mathematical writing.

The preference problem. Given that we have a modal versighand
a non-modal versiofy’, what is the case for writing( rather than
Y?

How can we answer the preference problem? The first stepratigitus to
see what it would do to the text if we put the non-modal traitsiain place
of the existing modal version. In context, is one of them it{ebetter than
the other, and if so why?
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This is a well-established method in other fields. My thimkisbout it
has been very much influenced by an example in Nicholas @oGluide
to Musical Analysig4] p. 343ff. He analyses piece 3 from Schoenbefiy’'s
Kleine KlavierstickéOp. 19, a highly original piece in its time, by rewriting
it in various ways — for example in the style of Brahms — andmagkvhat
has gone missing in the rewrites. The method is marvellalsipinating.

When | tried this replace-and-compare method at the Amaterconfer-
ence, we ran into a difficulty. Given two versions of the sarrerase,
mathematicians can usually reach some consensus abolitigbigetter. But
finding the reasons is another matter altogether. | had s@dlgome exam-
ples of ‘can be embedded’. At least two people in the audierdhis time
one was a computer scientist and one was a mathematicianimedahat
the difference between the modal and the non-modal versasithat the
modal version steered the reader in the direction of ant@feeembedding.
I couldn't see this. So we were in a position of swapping ninabspections,
and this is a bad place to be if we want to reach objective caianhs.

Faced with this difficulty, there are two things one should(trot neces-
sarily in the following order). The first is to go back to tharislation and
reachability problems to check we had the right answerseth#rthe stu-
dents are supposed to read something into the modal langhagewvould
they get there from their knowledge of English and matheraati

The second is to look at a wider class of examples. (It tookkCoe
different rewrites to extract what he needed from Schoaytbeiece.) What
would happen to the intuition about effective methods ifriedal term was
in a definition or a theorem, not in an exercise? What if thehemttical
material was not effective anyway? It was this that led mexteral the
corpus to include the last hundred pages of Birkhoff and Maied_and the
first hundred pages of Baldwin, since both of these textsaiosiome non-
effective material.

3. Two cases: ‘necessary’ and ‘may’

The corpus contained several families of closely similamegles, and a few
outliers. In this section we look at two of the outliers.

In mathematical contexts, to say that the truthpas necessary for the
truth of ¢ is equivalent to saying ‘Ify thenp’. This accounted for 8 items
in Hocking and Young (and none in the other sources). So we hayuick
answer to the translation problem. But we still have the hiabiity and
preference problems to solve.
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We can give at least a partial answer to the preference probjeconsid-
ering an example and two of its non-modal translations:

(I5] p. 12) A necessary and sufficient condition that the transfor-
mation f : S — T of the spaces into the spacd” be continuous

(11) isthatifz is a point ofS, andV is an open subset @f containing
f(z), then there is an open sEtin S containingz and such that
f(U) liesinV.

The transformationf : S — T of the spaceS into the space
T is continuous if and only if, ifz is a point of S, andV is an
open subset df’ containingf (), then there is an open gétin S
containingz and such thaf (U) liesinV'.

(12)

The following are equivalent:

(&) The transformatiorf : S — T of the spaceS into the
space€l’ is continuous.
(13)
(b) If zis a point ofS, andV is an open subset @f containing
f(x), then there is an open détin S containingr and such
that f(U) liesinV.

Version (12) reads badly; something needs to be done abmtif, tif’. Note
how this comes about. The original (11) wrapped both comualtinto ‘that
..." clauses, which prevented interference between thiasyf the clauses
and the text that surrounds them.

Version (13) reads better, but it uses up more space, and BoiteEs
will dislike the accumulation of extra symbols ‘(a)’, ‘(b)’A further point
is that with the original (11) there are straightforward manior the two
directions of the proof: ‘sufficiency’ and ‘necessity’. F@r2) we would
need to describe the directions as ‘left to right’ and ‘righteft’; for (13)
one could say ‘(ay (b) and ‘(b) = (a)’. These are both less intrinsic, and
the third version introduces yet more symbolism.

All'in all, none of these points are decisive reasons forgisinavoiding
the term ‘necessary’, and most writers will let their styladg them. My
own style would usually be as in (13). But having more opti@nalways
welcome.

The reachability question is harder, but again | can conject partial
answer. When we ask for the conditions for somethjrig hold, usually
we are talking about things that will caugeor environments in which the
normal causes of are free to act. Thus from a biological journal:
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(14) What are thenecessary evolutionary selection conditions for the
development of communication?

We can’t rephrase this by asking ‘For what evolutionary &@e conditions

is the development of communication a sufficient conditiob@cause it has

the causation the wrong way round. But in mathematics there@causes.

So when a mathematician talks of ‘necessary conditiong,direction of

causation drops out of the picture, and only the ‘if ... thaurvives.

This answer raises a few further questions. For example enaticians
certainly do say things like ‘The reason fpis p’; so why doesn’t (11) above
carry an implication that (a) of (13) is threasonfor (b)? | think myself that
in mathematics, statements invoking ‘reasons’ are alwpigtemic and al-
ways refer to a particular way of building up a topic, not te thathematical
contents themselves. But there is no space to develop ttes he

If this answer to the reachability question is correct, ightiapply in other
cases too. Namely, it might happen that the modal statenanbe spelt
out more fully, in such a way that it contains a clause whicldsuous
for mathematical objects. So this clause drops out as vaate and what
remains is the non-modal translation. We want a name fomtigishanism.
Let us call itmasking The modal content is masked by the mathematical
context.

Next consider

(15) ([3]1 p. 366, Exercise) Show by examples that thers exist sub-
groups of any given finite order in a denumerable gréup

As | read it, the student is being asked to show

(16) (V positive integern)(3 denumerable grou@)(3 group H)(H has
ordern andH is a subgroup ofy).
The order of the quantifiers in (16) is not the same as in (X&) stbgroups
come first in (15) and last in (16). How was the student to krtue/
This reversal of quantifiers with ‘may’ and ‘any’ is quite coman in Eng-
lish. There are several millions of examples on google. kangple (after
one slight adjustment):

(17) Anintestinal calculusnay be found in any portion of the colon.

(18) There is a small possibility that nut traceay be found in any of
our items.
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The first example would never be read as saying that one anghthe in-
testinal calculus can be simultaneously in all portionsef¢olon. The chief
culprit in switching the order of the quantifiers is certgitthe word ‘any’.

But the reversal is less easy if we remove the modal ‘may’.

(19) Anintestinal calculus is found in any portion of the colon.

We needn’t examine why ‘may’ works this way; for our purpogesnough
to note that it does work this way in ordinary English.

Still there is something unexplained. The use of ‘may’ wihy’ signals
that the quantifiers need reversing. But when they are reddrsordinary
English examples, the ‘may’ stays, possibly changed to'‘can

(20) Every portion of the coloran contain an intestinal calculus.

Not ‘does contain’, fortunately! So to answer the reachigbiuestion, we
need to know what happened to this surviving ‘may’ or ‘can’.staight
swap of quantifier order would turn (15) into

21) Show by examples that for every positive integdherecan exist
a denumerable group with a subgroup of order

| think masking comes into play again here. It's true thatéhgan exist a

denumerable group with a subgroup of order 17. But the rdauaws that

the notion of possibility is irrelevant here. Either thessuch a denumerable

group or there isn’t, and if there isn't one then there cotlde one. So the

difference between ‘can exist’ and ‘exists’ vanishes.

What can we say about the preference problem? What advaihbage15)
have over (16)? Well, for a start it’s less cluttered with &ats; but | could
have written (16) in plainer English. Probably the main t&f{15) is that it
brings ‘there may exist subgroups’ to the beginning of théedded clause,
correctly suggesting that the topic is the existence of sugs. One of the
sadder consequences of a training in logic is that it teagbés ignore topic
and focus. (On these notions see Lambrecht [6].)

4. ‘Can be’

By far the commonest modal word in our corpus is ‘can’. Thae &3

occurrences. They are overwhelmingly affirmative; the pkoas are 6 oc-
currences of ‘cannot’. There are also 15 occurrences of"maye of them
with ‘not’, and probably all of them are stylistic variant&‘can’.
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Within the 77 affirmative occurrences of ‘can’, all but 7 aesgives: ‘can
be’. Several patterns are particularly common:
(i) can be expressed (written, represented, rearranged,
well-ordered etc.) 26
(i) can be embedded (mapped, extended etc.) 20
(iif) can be shown (generalised, assumed etc.) 6
(iv) can be found (chosen etc.) 5
(v) can be generated 4
Rarer are ‘can be defined’, ‘can be used’, ‘can be studied’aafesv others.
There is a curious point of syntax. We can’t put
(22) Smith has the strength to kill Jones.
into the passive as
(23) Jones has the strength to be killed.
But this way of putting into the passive does work with ‘can’:
Smithcan kill Jones.
(24) Jonescan be killed.
The point to take home is that for example ‘can be writtenhis straight
passive form from ‘can write’. It shouldn’t be read as anactorm followed
by an adjective, as in
(25) ([5] p. 97, Exercise) Show that each, can be infinite and com-
pact.
This was the only example of active ‘can’ + ‘be’ + adjectivelie survey.
4.1. Effectiveness
When we look at the active forms of the verbs that appear incogous
within the context ‘can be ...’, some of them turn out to be ptately
literal. Thus
([1] p- 93, Exercise) Show that the restriction on the caalilin
(26) can be replaced by assuming ...
= Show that youcan replace the restriction on the cardinality by
the assumption ... and prove the theorem with this replaneme
O
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([3] p. 26, Exercise) Show by induction that Theorem 17
can be generalized to n congruences.

= Show that youcan generalise Theorem 17 to cover any finite
number of congruences by using induction.

(27)

| hope | translated (27) correctly. If the authors meant ‘lsduction to
show that for any finitex you can generalise Theorem 17 to the case of
congruences’, then they are using the familiar mathemnidtaa in princi-
ple’; there are only a finite number of finite numbers that yan bope to
name in a lifetime. A similar ‘can in principle’ is:

([3] p. 416, Theorem) Every Gaussian integen be expressed as

a product of prime Gaussian integers.

= You can express every Gaussian integer as a product of prime
Gaussian integers.

(28)

Further down the line are some ‘can be’ statements where mahuibeing
could even in principle do the thing claimed. A couple of epéen:

(29) ([5] p. 25, Theorem) Every setin be well — ordered.
= For any setr, we can well-orderz.

(30) ([1] p- 29, Exercise) Show that any modeh be written as a con-
tinuous increasing chain of submodels.

The models in (30) are of any transfinite cardinality ande¢hemo assump-

tion that they are given in any constructive form.

At the far end of this scale are statements about embeddirahaut ex-
tending mappings. Thus:

([3] p. 43, Theorem) Any integral domaitan be embedded in a
(31) field.
= We can embed any integral domain in a field.

([5] p. 64, Theorem) Any mapping : A — Y can be extended
(32) toallof X.
= We can extend any mapping : A — Y to all of X.

I know how to embed a 5p piece in a christmas pudding, or myrfisbme-
body’s mouth, or even a computer program in a historicatlartBut integral
domains and fields are eternal objects. Either the integnalach is already
embedded in the field, or it isn’t; either way, how could antiacof mine

make any difference?
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As mentioned earlier, it was suggested at the Amsterdamimgabiat the
use of ‘can be embedded’ was a hint to the reader to look fonataactive
interpretation. Thus the student is invited to show tHatan be embedded
in B by producing a concrete description of an embedding ofto 5.

The examples of ‘can be embedded’ in the corpus provide npasstgat
all for this suggestion. There is only one example of ‘can inbedded’ in
an exercise:

(33) ([3] p. 43, Exercise)Can the system.Js of integers modulo 6
be embedded in a field?

Looking for a concrete embedding would if anything be a digion here.
The student should be aiming to find equations or inequatiegishold in
Jg but not in any field. The other instances of ‘can be embeddesinailar
phrases reinforce the impression that effective conteabmspletely irrele-
vant. For example

(34) ([1] p. 80, Definition) ... M; and Ms can be disjointly
amalgamated over M.

This is from a definition in the middle of some highly noncaeustive infini-

tary mathematics. Restricting the definition to effectvgiven maps would

skew everything. Other examples tell the same story. Sodferth | ig-

nore the idea that using ‘can be embedded’ has anything tatticettective

content, at least in the texts we are examining.

4.2. Nominalisations, causatives and thematic roles

We noticed earlier that the meaning of ‘embed’ in matherahtiontexts is
not got by applying the everyday uses of ‘embed’ to matherahtibjects.
The position is actually a bit odder than that. There woulthdarm if the
mathematicians gave their own definition of ‘embed’. Butten't. Most
textbooks — my own included, to my surprise — never define ‘edib
Instead they define the verbal noun ‘embedding’. Birkhoffl &mac Lane
are a little unusual in defining the adjective ‘embedded ([8] p. 43). But
as we noted earlier, this is still off track. The phrase ‘carelnbedded’ is a
passive, not ‘can be’ plus the adjective ‘embedded'.

So it seems the student reading Birkhoff and Mac Lane, or &aytloou-
sand other mathematical textbooks, has to discover foelievbat ‘embed’
means on the basis of the meanings of other forms, usuallgedding’ but
sometimes ‘embedded’. The usual context of ‘embed’ in Bhglakes the
form
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(35) AGENT embeds OBJECT in LOCATION.

So the verb is about an action performed by an agent. But ihenatics an
embedding is a set-theoretic object; what action doesawevor apply?

It turns out that there is a pattern here. Mathematicianméefirange of
nouns and then proceed to use related verbs as if the sersemun made
the sense of the verb clear. Thus:

anembedding of A into B
amapping of Ato B

(36) apiercing of (surface)A by (line) B
asplitting of (group)A into B, C
asplitting of A by B

All the nouns in sans serif are perceived as verbal nouns &ction verbs
‘embed’, ‘map’, ‘pierce’, ‘split’. Mathematicians definenly the nouns,
never the verbs. Generally they use the verbs in ‘can be’.fdrtook the
following from mathematical texts on the internet:

The interior of any simple closed curvean be mapped in an
angle-preserving way to the open unit disk.

Each 2-sphere in each 3-manifalsh be pierced by a tame arc.
Every divisionk-algebraD can be split by a finite Galois exten-
sion K /k.

Points on Ccan be injected into a proper linear subspace.

The triangles {11,3,6} and {11,6,1¢an be retracted into the path
(11,3,6,1).

(37)

In my Amsterdam talk | concluded that ‘the mathematical essigould be
explained in terms of some general phenomena with actidmsvend their
nominalisations’.

I no longer believe this. | think there is a broader patternciiincludes
the examples above as a rather misleading special case.ingob&ck to
the list (i)—(v) at the beginning of 84 above, we can see thatitems in
(), (i) and (v) all have the following description. Givenme mathematical
objectsay, ..., a,, we define a type of structure that consists of these objects
together with some other objects related to them. In the chembedding,
we have two structures;, as, and the other object is an embedding from
to as. In the case of well-ordering, we have onegand the other objectis a
bijection betweem and an ordinal (or equivalently, a well-ordering relation
ona).
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These examples illustrate a general pattern, which runsllasvé. A no-
tion is defined:

(38) =z isaboojumofay,..., ay.

To express

(39) Thereis a boojum ofy,...,a,.

we first find a verb that can be understood as ‘make a boojumgXample
the causative form ‘boojumise’. For reasons to be explai@dw, | call this
verb apseudo-causativelhen we write

(40) aq,...,ay, can be boojumised.

You can check this. Think of some kind of configuration of nestfatical
objects and give it a name. For example a commutative diagram

A

(41)

a /
n \
Ana /
\ A\ 4
might be called an ‘eq41’. Then imagine explaining this dééin to your

students, and asking them to show that there are maps wigekh&r with
certain object$, ..., b, form an eq41. How do you say it? Try

(42) Show thathq,...,b, can be egdled.

Here you invent a pseudo-causative ‘to eq4l’. (Or you migiefgr ‘to
eg4lify’. Styles differ.) We do such things all the time.

Now the special case illustrated by the nouns in (36) abowbhdscase
where the configuration can be described by a noun that ginm@@ans the
result of some action named by a verb. An injection is whatltesf you
inject; and so on. So in these cases the causative verb veasiglavailable
— in fact the noun was derived from it. But in the larger piettinat was a
lucky accident.
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This picture needs a few refinements. Let me mention themalts. In
the example above, we took ‘eg4ling’ as something done ta/kiide array
ai,...,ay. Butlanguage allows us to assign roles. We can makte
OBJECT andus, ..., a, the LOCATION; in English we would do this by
saying that (41) is ‘an eq41 af; insideas, ..., a;’, and the corresponding
version of (42) would be

(43) Show thath; can be eq4led inside (or inthy, ..., b,.

But equally we can makes,...,a, the OBJECT and:; the INSTRU-
MENT. Maybe we would use a different noun ‘hub’ rather thag4#’ in
this case, and (42) might become

(44) Show thath,,...,b, can be hubbed b,.

Note that this applies equally well to ‘embedded in’; theoelld be math-
ematical cultures where instead af;‘is embedded iy’ they say as is
wrapped around; .

The choice of thematic role is a matter of how we choose tatteoguage
at the facts we are describing. It's convenient to assigesriol the examples
above, because it gives us more ways of saying things, gadlitention to
different arrangements. One reason for preferringis embedded im.’ to
‘as is wrapped around,’ is that the topic is usually; rather tharu,, and
topics go better as subject than they do as indirect object.

Note that there is no obvious role for an AGENT in the kind oftinea
matical situation we are discussing. This is why the verbvsgs in the
passive, and also why | call it a pseudo-causative. A realatdue expresses
that an agent causes something to happen; but here we hagemto & the
mathematical usage of ‘embed’, we don’t say that such-aieti-a person or
thing ‘embeds’a in b, or thata is ‘embedded’ irb ‘by’ a personc. It's true
we might say & is embedded in by f’, where f is the embedding function;
but heref is in the role of INSTRUMENT, not AGENT. It's also true that
we might say

(45) Compact riemanniarmm-manifolds were first embedded in eu-
clidean space by John Nash in 1955.

Here John Nash is certainly in the role of AGENT, but this egbmis some-

thing of a play on language.
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4.3. Translation, reachability, preference
Now we come back to our three problems, for the case ‘cai {sel’ where

‘to X' is a pseudo-causative. | take ‘embed’ as a typical pseadsative.
We start with the translation problem. The statement

(46) a can be embedded in
has the non-modal equivalent
(47) There is an embedding afin b.

As a refinement, note that if we quantify universally owgethen the ‘there
is’ formulation becomes ugly, for example

(48) For any subgroug of G there is a generator set &f with cardi-
nality at mostn.

English speakers tend to switch to an idiom with *has’:
(49) Any subgroupH of G has a generator set of cardinality at most
This usage has nothing specifically to do with mathematicengare:

For each of our clients there is a sponsor (of that client).
Each of our clientias a sponsor.

(50)
Now the reachability problem asks how the reader knows that

(51) Every integral domain can be embedded into a field.

is a way of saying

(52) Every integral domain has an embedding into a field.

| tentatively suggest that ‘can’ in (51) is a dynamic ‘carg,tkat the sen-
tence as a whole could be paraphrased as

For every integral domaiti{ there is a course of action open to
(53) us, such that after it has been taken, the integral dorHalras an
embedding into a field.
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But clearly no action of ours will have the slightest effentwhether there
is an embedding off into a field. So the mask applies and the clause about
action is cancelled from the meaning.
That may be part of the solution, but it is certainly not theolersolution.
We can see this by trying to apply the same formula to the seate

(54) 1729 can be composed in two different ways as the sum of two
squares.

Why is there not the slightest temptation to read this as\isP

(55) There are two different courses of action open to us, sudhaftex

either of them has been taken, 1729 is the sum of two squares.
Soin the last resort | have to leave the reachability prokdsropen, though
| don’t know any reason why it should be unsolvable in priteip

Finally we turn to the preference problem. This requiresaufirtd the
reasons why we would use or expect (51) rather than (52). Farier
examples we know (a) that it's unsafe to reason from a singieqs texts,
and (b) that the modal version can be preferable for quitéasyic reasons
involving possible English sentence structures.

In the case of (51) and (52) | don't feel any strong pull in fawof the first
and away from the second. But it seems to be a fact that in ttfeemetical
literature forms like (51) are used overwhelmingly moraitf@ams like (52);

I think this is a safe generalisation over pseudo-causatWeall sorts. This
fact (assuming it is one) needs an explanation, but it is afsobstacle to
finding one. The mere fact that (51) comes to us more readily (62) has
the effect that if we see (52), we wonder why the author wrbge tather
than (51). For example, was he or she trying to suggest toaighbre is a
default or canonical embedding (as of course there is incsg)? Almost
certainly we wouldn't have smelled this suggestion in (33) Wweren't for
the fact that we expect (51). So implied suggestions of tind knay be the
result of a general preference for the modal form, not theeat it.

The difficulty here is that our intuitions are the ones we haw, not the
ones that people had at some past time before the convemfanedern
mathematical writing were fixed. That'’s a historical quastiYou would be
amazed at the number of people who think they can settlertuiatguestions
by introspection.



“02hodges”
2013/3/3
page 22

e

22 WILFRID HODGES

5. Drawing the threads together

We began from the fact that a sample of mathematical textboohktained
quite a few modal expressions mixed in with the pure mathieadatontent.
We posed three problems about this modal content. | claimnuhil we
have satisfactory answers to these three problems, themigf modality
and mathematics is paradoxical and demands an explanation.

The translation problem was to extract the non-modal cdrftem the
modal expression. At least for the examples we looked &, sems to be
relatively unproblematic. If we can formalise the textbamlatent in non-
modal formal languages — and this we can certainly do — thewcamedo
the easier task of translating modal mathematical Engtish mon-modal
mathematical English. One or two of our examples illusttdbe fact that a
textbook reader needs a practical grasp of English quargiipes; she has
to follow rules that most of us have never been conscioushrawf.

The reachability problem was to explain how the reader certlsat the
non-modal translation is correct in context. We suggestevars in some
particular cases. The answers all rested on the same msgharamely that
the reader uses her knowledge of the irrelevance of modalitgathemat-
ics, so as to ‘mask’ the modal content of the text. If this nagtdm really
does provide a general answer to the reachability probleem, some further
guestions arise. What if the reader didn’t know, or doeseliee, that the
facts of basic algebra are non-modal?

One doesn't have to look far in the secondary literature td &rvariety
of claims to the effect that some mathematician meant sangethat can
only be expressed with words like ‘necessary’ or ‘possibi&uch things
are said about mathematicians ranging from Euclid to Tgrdkien if all
these claims are wrong, there are still a number of peoplehmre who
apparently don’t share a basic presupposition of the mgskiachanism.
That raises the possibility of testing the mechanism emglyi. If a student
holds the view that mathematics is about can’s and mustlsthws student
have greater difficulty following a mathematical text?

And thirdly there comes the preference problem. We saw sanepar-
tial answers, and some difficulties in the way of finding caoing general
answers. My own guess is that there are several quite diffé&reds of rea-
son why modal formulations sometimes sit better in a textbiban their
non-modal translations. These reasons probably fall irmall number of
groups, which in principle we could catalogue. But diggingrh out is likely
to involve a range of expertise, calling on both mathematiws linguistics.
In my Amsterdam talk | quoted recent evidence from brainaede That's
missing from this paper, because its relevance rested oranligreguesses
about the role of action sentences, which | no longer beli&u the next
half century of brain research is going to give us a flood oflente about
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our use of language, and it's bound to illuminate some of thestions dis-
cussed in this paper.

Finally I draw a moral about the history of mathematics. Tkaneples
of modal language in familiar modern textbooks should makeautious
in drawing inferences from the presence of modal terms ilieeauthors.
Take this, from the comments of Simplicius (6th century AD)the first
postulate in Book 1 of Euclid'€lements We have it only in a medieval
Arabic translation by Al-Nayriz([2] p. 18):

(56) It would be foolhardy to postulate that a straight linen be
extended ('an yukraja) from Aries to Libra.

What is Simplicius saying is foolhardy? Does this ‘can beepgied’ faith-

fully express Euclid’s intentions? (Euclid’s Greek doé¢drdve a complete
sentence here.) It was obvious to Simplicius that Euclidwtaalking about

actions that you or | can take; was it also obvious to Euclifithis paper
has made it a little harder to give facile answers to questiie these, I'll

be happy.
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